
Abstract. The advent of computer-aided methods for
constructing detailed kinetic models of multicomponent
reacting systems provides fresh motivation for the de-
velopment of efficient and accurate methods for esti-
mating rate constants. There is now the real likelihood
that a priori rate estimates, formerly of primarily aca-
demic interest, could directly impact major public policy
and business decisions. This opportunity brings many
challenges. The process of building a computer model
for a real-world system can require hundreds of thou-
sands of rate estimates, making most existing rate cal-
culation techniques impractical. Also, the demands for
tight error bars on model predictions used to make
major decisions often imply levels of accuracy un-
achievable with existing rate calculation techniques. Past
and recent progress towards developing fast and accu-
rate rate estimates is selectively reviewed, and our
methodology is outlined. New rate estimates for several
types of reactions involving O and HO2 are presented.
Several technical issues requiring further work by
the theoretical chemistry community are highlighted.
Electronic supplementary material to this paper can be
obtained by using the Springer Link server located at
http://dx.doi.org/10.1007/s00214-002-0368-4.
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1 Introduction

1.1 Motivation

For many years, chemists have worked to develop
accurate methods for estimating reaction rate constants

a priori. The main motivation for this line of research
was to check our understanding of the fundamentals of
reactive chemistry.

For many decades, this research was primarily em-
pirical or semiempirical, using tools such as Hammett
correlations [1] and Benson’s thermochemical kinetics
(TK) [2] concepts to understand experimentally observed
trends in reactivity. These methods have been demon-
strated to be very accurate if sufficient experimental data
on similar reactions have been collected, but their pre-
dictions are only qualitative for data-poor situations.
Most of these methods were developed long before
modern computers and algorithms made it possible to
solve stiff chemical kinetic simulations or to calculate
reaction rates a priori.

Over the past 2 decades, quantum chemical methods,
computer hardware, and rate theory have improved to
the extent that one can fairly accurately predict reaction
rates a priori, without reliance on extensive experimental
correlations or qualitative rate-estimation procedures [3,
4]. At the same time, the technology for handling and
solving chemical kinetic simulations has also improved
dramatically (VODE [5], DASSL [6], CHEMKIN [7]).
These improvements allow us to move beyond the fun-
damentals of rate estimation towards the application of
these a priori rates for predicting the behavior of tech-
nologically important systems such as partial oxidation,
combustion, and pyrolysis. These systems are often very
complex, with many simultaneously reacting species,
numerous undetected reactive intermediates, and often
the chemistry is strongly coupled to heat and mass
transport.

To deal with this complexity, a computer is used both
to construct the simulation and to solve it. Large
chemical kinetic models can be generated rapidly by the
computer, and often these comprehensive computer
models identify kinetically significant species and reac-
tions missed when models are constructed by hand.
However, the cost of this comprehensiveness is that
during the model construction process thousands or
even millions of rate constants must be estimated
a priori. (Fortunately most of these are found to be
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negligible under the particular reaction conditions of
interest.) Several software packages for constructing
kinetic models automatically have now been developed
[8–35], and they are reviewed and detailed elsewhere
[36]. Some algorithms for selecting the species and
reactions to be included in the kinetic model signifi-
cantly reduce the number of rate constants which must
be estimated without missing any important steps,
but even the best existing species-selection algorithms
require a very large number of rate estimates to ensure
that no important reaction is missed [8, 13]. All existing
model-construction algorithms are based on thermal
rate constants, and so run into difficulties dealing
with chemically activated reactions [37, 38, 39]. Com-
puterized kinetic model generation is a relatively new
field, and significant progress is being made on several
fronts [40].

1.2 Overview of this article

The present article is focused on rate constant estimation
processes fast enough and accurate enough to be
appropriate for this challenging task. Note that the
number of possible reactions rises superlinearly with the
number of species in a reacting mixture, and exponen-
tially with the size of the molecules involved, leading to a
‘‘combinatorial explosion’’ in the number of distinct rate
estimates required. So only very fast automated proce-
dures are practical – we will not be able to afford
accurate quantum chemical calculations on every reac-
tion, nor expensive quantum-scattering calculations
described in Sect. 1.3 on every reaction. Even the
reaction-class transition-state theory (TST) of Truong
et al [41, 42] discussed in Sect. 1.5, which is philosoph-
ically similar to the methods we propose, is not feasible
for this application, since it requires performing single-
point transition-state (TS) barrier calculations for each
reaction. (However, the approach of Truong et al. or
something similar may well be appropriate for refine-
ment of the rate estimates for the most important
reactions.)

The key to making these many rate estimates is
to classify similar reactions together into ‘‘reaction
families’’. High-quality calculations and/or experi-
mental data are made on a few members of each
family, and these results can be used to derive rules
for rather accurately predicting the rates of other
members.

The most common approach, one taught in essen-
tially all organic chemistry textbooks, and briefly re-
viewed in Sect. 1.4, is to classify reactions according to
the functional groups that are actively involved. Some
important reaction types for free-radical chemistry in-
clude hydrogen abstraction (a.k.a metathesis), radical
addition to multiple bonds, recombination and dispro-
portionation of radicals, and the reverse of each process.
If one knows more about the reaction, one can obtain
more precise predictions by subdividing these very broad
reaction families according to the nearby (or even more
distant) substituents on each of the active functional
groups.

All modern rate-estimation methods are based either
on experimental rate data, which unfortunately are
usually scarce, or on (hopefully) high-accuracy first-
principles rate calculations. We very briefly summarize
methods used for these calculations, then selectively re-
view less-computer-intensive rate-estimation methods in
Sect. 1. We present our approach for building an auto-
mated fast rate-estimation method based on a few high-
accuracy ab initio calculations in Sect. 2, and present
some illustrative applications of our methodology to
various reaction families in Sect. 3.

The present work is focused on gas-phase reactions
on electronic ground states of relatively small neutral
molecules, an important class of relatively well under-
stood reactions. Considerable work on estimating the
rates of condensed-phase macromolecular, photochem-
ical, and ionic reactions will ultimately be required in
order to allow accurate detailed modeling of the wide
range of systems important in the environment, in
biology, and in industry.

1.3 Reaction rates from first principles

Before presenting our rate-estimation method, we sum-
marize briefly the improvements in quantum chemical
methods and rate theories that make accurate a priori
gas-phase rate predictions an achievable and realistic
task. There have been many improvements in quantum
chemistry, i.e., methods for computing and characteriz-
ing stationary points on potential-energy surfaces (PES),
in methods for computing reaction rates that go beyond
conventional TST, including barrierless reactions, and in
methods for handling tunneling. There has also been
some progress in improved methods for handling floppy
modes, such as hindered internal rotations. Very recently
there have also been significant improvements in the
efficiency of methods for computing the pressure depen-
dence of gas-phase reactions.

1.3.1 Quantum chemistry

In our view, the most important quantum chemistry
development of the past decade is the introduction of
accurate but affordable compound methods, where large
effects are computed very accurately, and smaller terms
are computed less precisely. Popular compound methods
include the G family (G1 [43, 44], G2 [45], G2MP2 [46],
G3 [47], G3MP2 [48], G3MP2B3 [49], G3B3 [49],
G3S[50]), the complete-basis-set family (CBS-Q [51],
CBS-APNO [52], CBS-RAD [53], CBS-QB3 [54]), the
multicoefficient correlation (MC) methods [55, 56, 57]
(MC-QCISD [58], MCG2[59], MCG3 [60]) and hybrid
density functional theory (DFT)/Hartree–Fock (HF)
methods [61] (e.g., B3LYP, BH&HLYP, MPW1K [62]).
More expensive methods also use a similar approach,
by combining a rather complicated treatment for some
orbitals or configurations with a perturbative approach
for others; notable examples include CCSD(T) [63],
CAS-PT2 [64], MR-CI [65, 66], and Martin’s W family
[67, 68] of compound methods. The systems studied in
the present work generally involve more than six heavy
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atoms and at least nine valence electrons in lone-pair or
half-occupied orbitals that must be included in the active
space; because of the computational demands of these
very high level methods it is not practical at present for
us to use these approaches.

The G family uses a series of high level correlation
calculations [e.g., QCISD(T), MP4, CCSD(T)] with
moderate-sized basis sets to approximate the result of a
more expensive calculation and includes, except for G3S,
additive ‘‘higher-level correction’’ parameters that de-
pend on the number of paired and unpaired electrons
in the system. The central idea in the CBS methods is an
extrapolation procedure to determine the projected
second-order (MP2) energy in the limit of a CBS. MC
methods combine scaling of the calculated energy,
extrapolation to infinite basis set, and multiparameter
fitting to a set of experimental data. DFT methods have
recently evolved in a similar direction, with several
parameters in proposed exchange–correlation function-
als being adjusted to match experiment or high-level
quantum calculations [69, 70, 71, 72, 73].

The compound methods make it practical to compute
meaningful TSs for many individual reactions and allow
critical evaluation of levels of accuracy achievable by
different methods in computing the needed molecular
parameters for TST calculations. These compound
methods are now used routinely to calculate heats of
reaction to within a few kilocalories per mole, and many
spectroscopic constants to a few significant figures. It is
not yet clear exactly how accurately one can calculate
reaction barriers and TS properties: there are many ex-
amples in the literature demonstrating that these meth-
ods can work well for rate predictions, but also a few
illustrating serious failures of various quantum methods.
Usually these failures are thought to arise from problems
with the underlying zero-order HF description, or pos-
sibly with the TS geometry (which is usually computed
using a lower level of theory than the TS energy). For
examples of these sorts of problems, see Sect. 3. Better
methods for approximating high-level TS geometries
would be very helpful, particularly for open-shell spe-
cies; one proposed in the literature is the IRCMax
method of Malick et al. [74].

A major part of the difficulty in establishing firm er-
ror bars on the quantum chemical TS calculations is that
the barrier height is not directly observable, so one is
often forced to try to back it out of the temperature (and
possibly also pressure) dependence of the experimentally
measured rate using some approximate model. Also,
most quantum chemistry methods are based on single-
configuration zero-order states, which are generally
much more accurate for stable species than for TSs. In
many cases, both the theoretical and the experimental
barrier heights have very significant uncertainties, even
when there is good experimental data on the rate con-
stant measured at some particular temperature and
pressure.

1.3.2 Internal rotors and other floppy modes

The conventional approach to computing thermo-
chemistry and rates uses the harmonic oscillator

approximation for the internal motions of the nuclei.
However, in many cases the molecule or TS contains
several internal degrees of freedom which are not well
described as small amplitude harmonic oscillators.
Uncertainties in how to treat these floppy modes often
contribute significantly to the overall uncertainty in
computedheat capacities and sometimes it is an important
part of the uncertainty in rate constant calculations.

The most common type of floppy mode is internal
rotation about each single bond between polyvalent at-
oms in a molecule. The partition function of a hindered
rotor, Qhin, depends upon the magnitude and shape of
the hindrance potential. The most commonly adopted
way to compute Qhin for a one-dimensional symmetric
hindered rotor is through the use of Pitzer–Gwinn tables
[75, 76] which are compiled in terms of two dimension-
less parameters, 1/Qf and V0/RT. Qf is the free rotor
partition function for the corresponding reduced mo-
ment of the rotating group, while V0 is the rotational
barrier height. Pitzer–Gwinn tables are highly appro-
priate for isolated and symmetric rotors revolving in a
cosine potential.

Pitzer and Gwinn developed different approximations
to account for the coupling of internal rotation with
external rotation. In the case of multiple hindered rotors,
they are coupled to each other in addition to their cou-
pling with the principal axes of external rotation.
Kilpatrick and Pitzer [77] developed protocols to cal-
culate the average reduced moment of inertia by
approximating the internal–internal and internal–exter-
nal couplings. Furthermore, for systems with one or
more asymmetric rotors, the external inertial tensor
becomes a function of the internal rotation coordinates,
and the rotation of one rotor (say, from a trans to a
gauche conformation of an alkane) can very significantly
change the moment of inertia of a second rotor. None-
theless, in most published cases, a single Ir value has
been used at all values of /. Pilling and Robertson [78]
treated the internal–external rotational couplings in
butane and pentane within the approximation of classi-
cal mechanics.

Several groups have proposed approximate analytical
formulae along the same lines as Pitzer’s approach.
Truhlar [79] provided an analytical form for Qhin

through a smooth hyperbolic interpolation function
between the classical-harmonic-oscillator-partition-
function limit at very low frequencies and the classical-
free-rotor-partition-function limit at very low barriers.
McClurg et al. [80] provided another analytical formula
using a hindered-rotor density-of-states interpolation
function based on the asymptotic behavior of the
quantum mechanical partition function at low temper-
ature and the classical partition function at high tem-
perature. Ayala and Schlegel [81] proposed an analytical
expression for Qhin by approximating the Pitzer–Gwinn
tables through polynomial functions of (1/Qf) and
(V0/kBT )

0.5. All the analytical forms approximate the
hindrance to a cosine potential.

In reality, the internal rotors are not rigid. The first
sign of this is that one usually computes significantly
different V(/) and V0 depending on whether or not
one optimizes (relaxes) the geometry at each /i. This
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indicates that there is significant potential-energy cou-
pling between / and other internal coordinates, and that
the rotor geometry varies with /. If one looks carefully,
one will also see that the vibrational frequencies of the
small-amplitude vibrational modes also vary with /. It is
well known that one does much better in practice if one
uses the relaxed V(/), though of course this is much
more expensive to compute since this requires a large
number of quantum chemical geometry optimizations.
To be consistent, one should also allow Ihir to vary with
/, and include various other terms in the one-dimen-
sional effective Hamiltonian that reflects the kinetic
energy coupling between the rotor and the small-
amplitude vibrational modes. Work is in progress [82] to
assess the importance of these terms and to develop an
efficient method for computing Qhin more accurately.

For convenience, the hindrance potentials of multiple
rotors are almost always assumed to be independent of
each other. It would be helpful to have criteria for de-
ciding how much uncertainty is introduced by this as-
sumption. East and Radom [83] performed essentially
the only tests reported in the literature, using a two-
dimensional ab initio potential. They demonstrated an
improved accuracy in thermochemical predictions for
systems with two internal rotors.

Often a hindered internal rotor is coupled to one or
more nonrotor floppy large-amplitude motions, though
few of these cases have been studied in any detail. The
best experimental information is probably available
from the high-resolution spectroscopy of the ethyl rad-
ical, which reveals the coupling between the large-
amplitude umbrella vibration and the internal rotor [84].
Mazyar and Green [82] have computationally examined
several cases where the TS geometry is sensitive to the
orientation of a rotor, i.e., the reaction coordinate is
coupled to the hindrance potential. Theoretical methods
developed recently by Carter et al. [85] seem particularly
appropriate for treating polyatomic systems with several
strongly coupled large-amplitude motions.

1.3.3 Improved treatment of tunneling and
TS recrossing

The present work and most rate calculations reported in
the literature are based on conventional TST [86, 87, 88].
TST makes the quasiequilibrium thermodynamic ap-
proximation that the reactant maintains a Boltzmann
energy distribution. The conventional TST model re-
quires potential-energy information only at the reac-
tant(s) and TS, a tremendous simplification obtained
by treating many effects very approximately. In addition
to the Born–Oppenheimer approximation, conventional
TST assumes that one can identify a surface that cleanly
separates reactants and products, that the lowest energy
point on this dividing surface is the saddle point, and
that all trajectories passing through the dividing surface
from the reactant side eventually form products without
recrossing the surface.

Conventional TST is almost always combined with
the rigid-rotor harmonic oscillator approximation whose
failings were discussed in the preceding section. In ad-
dition, variational effects and/or tunneling are important

in many reactions, and for these systems more accurate
dynamical treatments are desirable. Tunneling effects are
usually included as a correction, often by a very simple
perturbation theory expression derived by Wigner [89].
Though the form of the Wigner factor ensures that the
correction is generally a minor one, the approximations
made in deriving this correction factor are often of
doubtful validity. It is not hard to find cases where
tunneling changes the rate constants by more than 1
order of magnitude.

One can very significantly improve the tunneling
treatment, as has been repeatedly demonstrated over the
past decade, and software for computing various ap-
proximate tunneling corrections has also been widely
distributed. For example, the Eckart model, which uses
the zero-curvature tunneling methodology [4], has been
shown to give more accurate estimates of the tunneling
than the Wigner formula. Lu et al. [90] have developed
a number of more accurate approximations which use
additional information about the shape of the PES near
a saddle point, notably the various small-curvature
tunneling methods.

One can improve TST quite significantly, particularly
for cases with loose TS, by selecting a different TS sur-
face for each temperature, or, better, each conserved
quantum number (such as E and J ); these are called
‘‘variational TSTs’’ (VTSTs) [4, 91, 92, 93, 94]. Over the
past 20 years, many VTST calculations have been pub-
lished, often using the widely distributed VTST codes
POLYRATE [90, 95, 96], TheRate [97], and VARI-
FLEX [98].

About 5 years ago, Miller [3] rewrote the quantum-
scattering equations in a way which clarifies their
relationship to the TST approximation. A few demon-
stration calculations [99, 100, 101, 102] have been done
using this form of the quantum-scattering equations,
which make ‘‘exact’’ rate calculations more feasible than
they were previously, but they still appear to be much
too expensive for use in engineering applications.

Very recently, several researchers [103] have devel-
oped semiclassical methods for approximating the
quantum-scattering results; these methods automatically
include tunneling effects and recrossing effects at least
approximately. There is reason to hope that all these
innovations will make much more accurate rate calcu-
lations practical sometime in the coming decade.

At present, methods which require accurate energies
for more than a few points on the PES are not practical,
except for very small systems, because each quantum
chemistry calculation requires somuch computation time.
None of the TST methods just described are sufficiently
fast to meet the requirements of existing computerized
model-generation codes, where we ordinarily cannot
afford to perform even a single quantum chemistry
calculation for each reaction. However, several research-
ers are developing methods for accurately approximating
the important regions of the PES without performing
many expensive quantum chemistry calculations [104],
and it might one day be possible to automate these
methods for use in model-generation software.

There is some hope that one may be able to generalize
from a very high level calculation on a single system to

190



derive an improved estimate of the effect of tunneling
and recrossing in larger analogous systems; this ap-
proach could be quite practical for automated kinetic
model construction. For example, Truong et al. [41] re-
cently developed two modified small-curvature tunneling
treatments based on a reaction-class approach viz., RC-
lV and RC-li, with the assumption that all reactions
in the same class have the same reactive moiety and
therefore very similar PESs along the reaction coordi-
nate. These models assume that the effective potential
Va

G(s) and the effective mass leff (s) is essentially in-
variant across a reaction family, so a careful calculation
on one reaction in that family is sufficient for estimating
tunneling effects in all the rest.

1.3.4 Methods for treating barrierless reactions

Many important reactions have essentially no barrier in
the exothermic direction. This almost completely re-
moves the large uncertainty in ordinary rate constant
predictions arising from errors in the calculated or
inferred barrier height. The rates of these barrierless
reactions are usually only very weakly dependent on
temperature. Nonetheless, it remains surprisingly diffi-
cult to predict barrierless reaction rate constants quan-
titatively.

The classical approach to modeling barrierless
A + B fi C reactions focuses on the long-range at-
tractive potential between A and B. If one or both of the
reactants are charged, the strong long-range attraction
trumps most other effects, and one can make quite ac-
curate predictions. For neutral molecules, one can as a
first approximation use the simplest Gorin algorithm
[105], based on locating the TS at the centrifugal barriers
[106, 107] for spherically symmetric R)6 potentials, i.e.,
at r„ ¼ r0(6V0/RT )1/2, where V0 is the potential energy
of interaction at the minimum bond length, r0, between
the (assumed spherical) molecules. This leads to a simple
analytic formula for the high-pressure-limit rate of
combination of radicals:

k1 Tð Þ ¼ 3 2ð Þ1=6C 2=3ð Þ aAaBIAIB
IA þ IB

� �1=2

� p1=2 kBTð Þ1=6

SAB

MAMB

MA þMBð Þ5=2
;

where aA and aB are the polarizabilities of A and B, IA
and IB are the ionization potentials, MA and MB are the
masses, and SAB is the symmetry number of the two free
radicals. In this model, the internal rotors are considered
to be unhindered until a hard-sphere interaction occurs.
Note the extremely weak predicted temperature depen-
dence; at high pressures, the experimental temperature
dependence is usually very weak and, in practice, one
can often neglect the temperature dependence of k¥(T )
entirely. However, at typical experimental pressures,
falloff often gives rise to a measurable temperature
dependence in the observed rate.

The real molecular potential is, of course, not
spherically symmetric. Also, in the association of neutral
radicals, short-range interactions are important and
at these separations some of the rotational degrees of

freedom become internal rotations, librations, or bend-
ing vibrations. As a result, the intermolecular motion is
strongly coupled and this leads to breakdown of some of
the simplifying assumptions. Benson [2] modified the
simple Gorin model by adding a steric factor. In his
‘‘restricted free rotor model’’ at any given separation of
active centers, r„, only certain orientations are allowed,
while certain others are not allowed. The statistical
adiabatic channel model of Quack and Troe [108, 109] is
an alternative to account for the asymmetries in the in-
termolecular potential and also to include R-dependent
variations in the fragment rovibronic energies. For cer-
tain classes of reactions, relatively simple rules of thumb
based on empirical data allow one to fairly accurately
estimate the steric factor required in the Gorin model, or
the analogous parameters required in a simplified ver-
sion of the statistical adiabatic channel model developed
by Troe. However, it is difficult to know if these rules of
thumb will hold up when predicting the rate of some new
types of reaction.

Several variants of VTST have been used successfully
to calculate barrierless reaction rates, notably the spec-
tacular agreement between the very detailed experi-
mental data [110] on the microcanonical rate k(E ) for
singlet-channel ketene dissociation and detailed VTST
calculations [111]. However, there are several other cases
in the literature where the experimental and theoretical
rates for barrierless reactions differ by as much as
1 order of magnitude. It is not always clear whether
these discrepancies arise from problems with the
experiments (e.g., owing to falloff, see next section), with
the rate calculation methodology (different researchers
make somewhat different approximations), or with the
PESs on which the rate calculations depend.

A significant recent advance is the development and
wide distribution of the VARIFLEX software [98] for
calculating barrierless reaction rates and correcting for
falloff effects, which should allow direct comparison of
different methods and greatly accelerate progress in this
field.

High-accuracy computation of barrierless reaction
rates usually requires a very large number of quantum
chemistry calculations to map out a fairly large region
of the PES. Therefore, these methods cannot be used
directly during automated kinetic model generation.
However, one might be able to generalize from a small
number of high-accuracy calculations in order to predict
a whole family of analogous barrierless reaction rates.
To our knowledge, no one has yet tested the accuracy of
this sort of generalization.

1.3.5 Pressure-dependent falloff and chemical activation

The methods described in the previous sections (and
later in this article) compute the high-pressure-limit rate
constant, k¥(T ). This has the great advantage of putting
all the calculations on the same footing and of simpli-
fying the calculations.

However, many gas-phase reactions of technological
importance are significantly pressure-dependent, owing to
the fact that thermalization rates are slow compared to
some reaction steps. This means the activated reaction

191



intermediates will not have a Boltzmann population dis-
tribution, and so cannot be characterized by a tempera-
ture. In extreme cases, the behavior can be so strange that
the apparent ‘‘rate constant’’ can vary with time [112].

The master equations that describe the pressure de-
pendence have been well understood for many years and
are detailed in several textbooks [113, 114, 115]. Formany
years excellent analyses, software, and approximations
have been available for reactions which proceed through a
single activated intermediate (a single well on the PES)
[113, 114, 115]; however, much less has been done, and
much less software is available, for systems which proceed
through more than one activated intermediate (multiple
wells on the PES). Multiwell [116], the first publicly
available computer program which could handle general
isomerization networks, was not distributed until 2000.

Most of the methods that have been presented in the
literature for computing k(T,P), particularly for multi-
ple-well cases, are rather complex [117] and are not
easily automated for use in computerized model-gener-
ation software. Many of them are also very computa-
tionally intensive. The k(T,P) calculations require a
comprehensive listing of all the important reaction and
isomerization steps available to each activated interme-
diate. For polyatomic systems, there are often dozens or
hundreds of possible reaction/isomerization pathways.
The k(T,P) calculations require estimates of the micro-
canonical rates, k(E ), for each reaction/isomerization
step, and estimates of the densities of states, q(E ), for
each intermediate. For highest accuracy, one would
perform a detailed rate calculation using the methods
described earlier for each reaction/isomerization step,
and carefully characterize each reactive intermediate,
including its floppy modes, in order to compute the
densities of states. Then, one would solve the full master
equation to arrive at k(T,P). Unfortunately each of these
steps separately would be too computationally intensive
for our kinetic-model generator.

Fortunately, some less-expensive approximate meth-
ods have been developed. Ritter and co workers [118, 119,
120] have developed amethod for rapidly estimating q(E )
for any species which can be described by a Benson-type
thermochemical group, and this method has been auto-
mated by Grenda and Bozzelli [121]. The required k(E )
can be rapidly estimated from k¥(T ) usingForst’s inverse-
Laplace-transform methods [122] or Dean’s quantum
Rice–Ramsperger–Kassel methods [123]. These methods
of computing q(E ) and k(E ) do not require any quantum
chemical calculations on largemolecules in a homologous
series, a tremendous practical advantage over the con-
ventional computationally intensive approach.

Grenda and coworkers [38, 39] have devised a com-
puter algorithm for identifying all the wells and reactions
required for a k(T,P) calculation, and Matheu et al. [37]
have developed a rigorous screening method for elimi-
nating the insignificant wells and reactions. The solution
to the master equations can be dramatically simplified by
using Troe’s modified strong collision approximation
[124]; this approximation is known to be accurate for
single-well falloff situations, and it works well for many
chemically activated reactions. (Rigorous bounds on
the difference between the modified strong collision

approximation and the full master equation solution for
chemically activated or multiple-well cases have, unfor-
tunately, not yet been established.) Matheu et al. [125]
have recently demonstrated that the k(T,P)s for several
different systems generated by an automated procedure
making these approximations are in good agreement
with more precise by-hand k(T,P) calculations and are in
reasonable agreement with experimental data. On the
basis of this recent work, there is reason to believe that
if we can accurately and efficiently estimate the k¥(T )s,
it will be possible to automatically calculate suitable
k(T,P)s inside kinetic-model-generation programs.

1.3.6 Accurate a priori rate constants: summary

Methods for computing reaction rates a priori are now
well established, and in many cases it is possible to
achieve order-of-magnitude or better agreement with
experiment. The expense and difficulty of accurate
quantum chemical calculations continues to be the
primary limitation, though now the quantum chemistry
calculations are often accurate enough that one must be
seriously concerned about the approximations made in
other parts of the rate calculation, particularly in the
treatment of floppy modes, tunneling, and recrossing
dynamics. A priori rate calculations are becoming good
enough that sometimes it is not clear whether the
theoretical or experimental rates are more accurate, and
work is required to establish a good set of benchmarks
for testing rate calculations. However, a priori rate
estimation as currently practiced involves multiple steps,
each with its own set of approximations, usually
untested. It is quite difficult at present to set reliable
uncertainty bounds on a priori rate calculations.

It has recently become feasible to compute the pres-
sure-dependent rate constant k(T,P ) for complex
chemically activated reactions, presuming that one can
accurately compute k¥(T ) for each step in the chemically
activated reaction network. Although further work is
required, recent progress suggests that k(T,P ) calcula-
tions will not be the primary limitation on the accuracy
of computer-generated kinetic models.

Although reasonably accurate a priori k¥(T ) calcula-
tions are now possible for at least small-molecule reac-
tions, these calculations are far from being efficient
enough to be included in an automated kinetic model
builder. At present a single quantum chemical TS calcu-
lation might require a week or more of computation time;
obviously it would not be practical to compute thousands
of rates this way in order to construct a large kinetic
model. Instead,much fastermethods for estimating k¥(T )
are required. Classical rate-estimation methods are re-
viewed in the next section, and modern rate-estimation
methods calibrating the fast methods with a limited
number of quantum chemical calculations are described
and demonstrated further in Sects. 2 and 3.

1.4 A selective review of fast rate-estimation methods

Although the need for large numbers of reaction rate
estimates for computer-generated kinetic models is
relatively new, chemists and engineers have been making
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reaction rate estimates and correlating experimental rate
data by rather simple formulae for at least 100 years.
Here we selectively review this extensive prior work,
which was heavily based on experimental data, as it
provides the basis for the quantum-chemistry-based
rate-estimation methods we employ.

1.4.1 Definitions and preliminaries

The activation energy, Eact, of a chemical reaction is a
measure of the temperature dependence of the rate
constant, k, of a reaction. In the simple Arrhenius
expression, the rate constant is given by

k1ðT Þ ¼ A exp �Eact=kBTð Þ ; ð2Þ
so the activation energy is defined in terms of the
logarithmic derivative of the rate constant:

Eact ¼ �Rdðln k1Þ=dð1=T Þ : ð3Þ
Eact is usually determined experimentally by mea-

suring k over a finite temperature range. Reaction rates
do not exactly follow Eq. (2), so Eact is not really a
constant, but a weak function of the temperature. The
conventional TST rate expression is conveniently written

k1ðT Þ ¼ ajðT Þ NAkBT
h

� �
Q6¼

QAQB
exp

�E0
kBT

� �
; ð4Þ

where a is the reaction path degeneracy, j(T ) is the
Wigner tunneling correction factor corresponding to the
magnitude of the imaginary frequency at the activated
complex, NA is Avagadro’s number, T is the tempera-
ture, and E0 is the zero-point corrected barrier height.
QA and QB denote the respective total partition func-
tions of the reactants with the zero of energy at the zero-
point energy of the motionless reactants. Q„ is the same
partition function of the activated complex with the
translational motion along the reaction coordinate being
omitted. Note that E0 is not the same as Eact, though
often they are similar. Beware that many authors,
including Johnston [126], use the classical barrier height,
Ebarrier, (no zero-point correction) instead, so their
partition functions have different zeroes of energy (and
Qvib do not go to 1 as T fi 0). As discussed earlier,
the TST of reaction kinetics assumes that a chemical
reaction between the reactants proceeds via a TS or
activated complex and a ‘‘quasiequilibrium’’ is estab-
lished between the reactants and the activated complex.
The conventional TST rate constant k¥ can then be
expressed in terms of a sort of equilibrium constant, K „,

k1 ¼ jðT Þ kBT=hð ÞK 6¼ ; ð5Þ
on the assumption that the quasiequilibrium may be
treated as though it were a true equilibrium. By
extending the analogy of thermodynamic equilibrium,
Eq. (5) can be rewritten as

k1 ¼ jðT Þ VmkBT
h

exp
�DG 6¼

RT

� �

¼ jðT Þ VmkBT
h

exp
DS 6¼

R

� �
exp

�DH 6¼

RT

� �
; ð6Þ

where Vm is the molar volume in the standard state used
to define the zeroes of DH „ and DS „. For ideal gases
Vm=(RT/P0) and P0=1 atm. On taking logarithms of
both sides, Eq. (6) shows a linear relationship between
log k¥ and DG„. The latter parameter is a kind of free
energy of activation, but with one vibrational mode of
the activated complex (the reaction coordinate) being
discarded.

1.4.2 Linear free-energy relationships

A variety of simple formulae for parameterizing the rate
or activation-energy variations between members of
the same reaction family have been proposed in the
literature. Often these have the form

ln kiðT Þ ¼ ln k0ðT Þ þ mðxi � x0Þ ; ð7Þ

where m is characteristic of the reaction family, xi is
some property (hopefully not too difficult to calculate)
of the species involved in the reaction ‘‘i’’, and x0
corresponds to the reference reaction that defines the
family. Perhaps the oldest and most widely used
approach is to set x=DHrxn/RT, in which case this is
called an Evans–Polanyi [127, 128, 129] or Semenov
[130] relation, and the proportionality constant, m, is
usually denoted by a or c:

Eiact ¼ E0act þ cDH0
i : ð8Þ

Equation (8), the original form suggested by Evans
and Polanyi, is a simplified form of the general Eq. (7),
which assumes a constant A factor for the whole reac-
tion family.

Another very popular choice of x is the Hammett [1]
r (for aromatic compounds) or the Taft [131] r* (for
aliphatic compounds), in which case m is denoted by q,
an empirical parameter characteristic of a given reaction
series.

According to TST (Eq. 5) (neglecting tunneling)

ln kiðT Þ ¼ ln k0ðT Þ þ DG 6¼
0 � DG6¼

i

� �
=RT ð9Þ

a linear relation is apparent between the logarithm of the
ratio of the rate constants and the difference in the free
energy of activation. For reactions with similar free-
energy surfaces for reactants and products, it has been
suggested [132] that

DG 6¼
0 � DG 6¼

1 ¼ b DG0 � DG1ð Þ ; ð10Þ

log k2=k1ð Þ ¼ b log K2=K1ð Þ : ð11Þ

This empirical relationship between thermal
equilibria and kinetics has been known for many years.
All relations of the form of Eq. (7) are sometimes
referred to as linear free-energy relationships (LFER),
the assumption being that DG„ is approximately
linearly related to quantities such as DHrxn or r or r* or
DGrxn. Often correlations are found to more than one
property x, so multilinear forms are also sometimes
employed.
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1.4.3 Nonlinear formulae for estimating
activation energies

The LFER work well because all the reactions in a well-
chosen family are very similar, so (xi)x0) is usually small
and the linear approximation to the true dependence in
Eq. (1) does not introduce much error. The actual
relationships between the rates and the molecular
properties of the species involved are generally nonlin-
ear. For example, by the Hammond postulate, the
Evans–Polanyi c	1 if DHrxn
0, and c	0 if DHrxn�0,
i.e., the slope of the line changes with x!

Several researchers have proposed nonlinear rela-
tionships, and most of these are not just fitting formulae
but have a strong basis in theory. The most famous of
these nonlinear free-energy relationships is the Marcus
equation [133, 134, 135] for electron-transfer reactions,
which was honored recently with the Nobel prize.

Johnston’s bond energy–bond order (BEBO) method
[126, 136] for gas-phase hydrogen-abstraction reactions
is another nonlinear rate-estimation method which has
been widely used for more than 3 decades. The BEBO
method is essentially a coupling of TST with empirical
relationships that describe the connection between bond
energy and bond order. The energy of the reacting bonds
was described using Morse curves with the assumption
that the order of the bond X....H.....Y is equal to unity
all the way along the reaction coordinate from X+HY
to the XH+Y state. Activation energies calculated by
Johnston et al. and Parr [136] for reactions of X (X ¼ H,
Cl, Br, I, R) with HX and RH were in good agreement
with experimental data. BEBO was used by Xing et al.
[137] and Qui et al. [138] in reactions of OH with
haloethanes, Tribert et al. [139] in the reactions of hy-
drogen atoms with chlorinated and brominated hydro-
carbons, and Su et al. [140] in the reaction of O(3P) with
halomethanes to rationalize the reactivity. However, the
BEBO method does not work very well for some hy-
drogen-abstraction reactions involving alkoxyl and per-
oxyl radicals, with errors of greater than 40 kJmol)1 in
estimated activation energies [141], prompting the de-
velopment of new, often more heavily parameterized,
formulae which partially capture additional physical
effects.

Using Morse potentials of reacting bonds, Zavitsas
and coworkers [142, 143, 144] arrived at a simple method
of calculating the activation energy of abstraction reac-
tions. Eact is expressed as a maximum value of the in-
teraction energy between XH and Y. The interaction
energy in turn is defined as the weighted sum of two
Morse and anti-Morse curves corresponding, respec-
tively, to the attraction between X and H, UXH, and Y
and H, UYH, and the triplet repulsion between X and Y,
UXY, in a TS X....H......Y. The method of Zavitsas
and coworkers gives very reasonable estimates of E for
reactions with a reaction enthalpy between )60 and
+60 kJ mol)1.

In the bond strength–bond length method [145], the
activation energy was calculated as the difference be-
tween the maximal energy of the X.....H.....Y complex
(UXH+UYH+UXY) and the energy of the YH molecule
with the assumption that all along the reaction path of

the X + HY reaction, the following condition is con-
served:

expð�2airiÞ þ expð�2afrfÞ ¼ 1 ; ð12Þ
where ai and ri refer to the Y–H bond and af and rf refer
to the X–H bond. This method is conceptually similar to
Shustorovich’s method [146], which is now used widely
for estimating reaction rates on catalytic surfaces.

Other nonlinear formulae for neutral gas-phase
reactions (mostly for hydrogen abstractions) include

1. An empirical equation [147, 148] depicting its non-
linear dependence on the dissociation energies of the
forming and breaking bonds (Df and Di in kilojoules
per mole):

Eact ¼ Di � 0:0203Dfð1þ 0:0256DiÞ : ð13Þ
The estimates derived from this expression are shown
to be in good agreement with experimental values of
Eact (within ± 8 kJ mol)1);

2. A hyperbolic dependence of Eact on the enthalpy of
the reaction [149]:

Eact Eact � DHð Þ ¼ E2act;0 ; ð14Þ
where Eact,0 is the activation energy at DH ¼ 0.

3. The curve-crossing model of Denisov et al. [141],
which treats the activation energy as the energy
difference between the minimum energy of the cleav-
ing bond and the energy corresponding to the point
of intersection of the terms characterizing the vibra-
tion amplitude of the forming and breaking bonds.
This model was further categorized on the basis of
whether the forming (Y–H) and breaking (X–H)
bonds were expressed as two parabolic or two Morse
curves.

The nonlinear formulae often capture the physics of
the situation better than the LFER, but they suffer from
many important practical problems: one rarely has suf-
ficient data, even for extensively studied reaction types
such as hydrogen abstractions, to accurately determine
all the parameters, and although the model parameters
usually have some physical interpretation, it is usually
not possible to calculate these parameters a priori.

1.4.4 Correlations between rates and other
molecular properties

Many attempts have also been made to correlate the rate
parameters with various properties of the molecules
involved, i.e., there are many quantitative structure–
property relationships (QSPR) which connect reaction
rates and ‘‘descriptors’’ that can be easily computed
from the molecular structure. Descriptors can be simple
(e.g., the molecular weight, the Hammett r factors)
or rather complex (local hardness, local softness, and the
Fukui indices [61, 150, 151]).

There is seldom a clear causal connection between the
molecular descriptor and the reaction rate, but these
relationships are nonetheless extremely useful for both
organic synthesis and reaction engineering.

The ionization energy is one of the measurable
molecular properties highly correlated with the rate
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coefficients for hydrogen abstraction by the OH radical
[152, 153, 154], for addition of O(3P) [155] and NO3 [156]
across the double or triple bonds in alkenes or alkynes,
and for addition of molecular oxygen to alkyl [157] and
silyl radicals [158]. Most of the observed correlations can
be understood as the variation of the activation energy
with quantities related to reactant or product energies.
However, for reactions with very little or no activation
barrier, this correlation could stem from the variation
in the A factor. Paltenghi et al. [159] observed a linear
correlation between log k and the radical ionization
potential for the almost barrierless reactions of alkyl
radicals with ozone. They commented that the variation
in the A factor is responsible for the observed correla-
tion. More specifically, Marston et al. [160] found linear
plots for logA versus E(HOMO) for the reactions of
NO3 and OH with alkenes.

Krech and coworkers [161, 162] have demonstrated
that activation energies for several reactions of the type
AB + C fi A + BC are highly correlated with the
polarizability of AB. In fact, they are related by the
empirical equation

Eact ¼ F =aAB ; ð15Þ

where F is an empirical parameter.
Alfassi and Benson [163] have shown correlation be-

tween the sum of the electron affinities of the end groups
A and C (denoted as I) in the previously mentioned
atom-transfer reaction and the activation energies.

For reactions that proceed by a similar mechanism
with two different radicals, cross-correlations were often
established to predict reaction rates. The reactions of
O(3P) and OH with organic species were successfully
correlated by Atkinson [153, 164] and by Gaffney and
Levine [152], while those of NO3, OH, and O(3P) reac-
tions were correlated by Atkinson [164], Sablijic and
Güsten [165], Grosjean and Williams [166], and Canosa-
Mas et al. [167].

The intrinsic barrier for radical additions to multiple
bonds is sensitive to the polarizing ability of the p bond
and consequently to the electronic nature of the sub-
stituents attached to the multiple bond. Various forms
of structure–activity relationships have been proposed
for use in the kinetics of addition reactions. The rate
constant of any substituted system can be estimated
according to

ki ¼ k0
Yn
i¼1

f ðXiÞ ; ð16Þ

where k0 is the rate constant for the reference (unsub-
stituted) reaction and f(Xi)s are the group factors for the
substituents. Group factors have been derived for radical
addition to alkenes [168], for the reactions of OH with
halocarbons [169, 170, 171, 172] and for the reactions of
NO3 [168]. The drawback of this method is that it
requires a large database of kinetic data to derive the
group factors.

Bakken and Jurs [173] used multiple linear regression
and computational neural networks to develop QSPRs
for methyl radical addition rate constants. Structure-
based descriptors, which can be categorized as

topological, geometric, electronic, or hybrid, were de-
fined to encode the substrate information. Descriptors
identified during linear model formation were used to
build a three-layer, fully connected, feed-forward com-
putational neural network. The major drawback of this
compounded nonlinear fitting procedure is its require-
ment of a large set of experimental data; this is partic-
ularly difficult for the addition reactions, since it is
usually necessary to correct the experimental measure-
ments for pressure dependence and for competing
side reactions (e.g., hydrogen shifts to form resonantly
stabilized radicals). There are several difficulties with all
QSPR approaches, notably that many of the molecular
descriptors are correlated with each other, so the QSPR
relationships derived are usually not unique nor are they
guaranteed to reflect any physical relationship between
the structure and the correlated property.

Correlations between reaction rates and properties
derived from quantum chemical (or semiempirical) cal-
culations on the reactant molecules were identified by
Blowers and coworkers. Such correlated properties
include the bond distortion energy [174], the curve-
crossing energy [175, 176], Pauli repulsion energies [177],
and so forth.

Klamt [178, 179] devised a series of reactive indices
called local frontier orbital descriptors, viz., charge-
limited effective HOMO energy, energy-weighted effec-
tive HOMO energy, and energy-limited effective frontier
orbital charges. These are partly local and partly derived
from frontier orbital theory. Klamt’s calculations, simi-
lar to others in the literature, are based on relatively fast
semiempirical AM1 calculations. He arrived at a new
molecular-orbital based method called MOOH for esti-
mating the rate constants of degradation of organic
compounds by hydroxyl radical viz., the addition of OH
to carbon double bonds, the addition of OH to aromatic
rings, and hydrogen abstraction by OH from aliphatic
carbon atoms, ketones, aldehydes, alcohols, ethers,
carbonic acids, and alkynes.

Although there clearly is an empirical correlation
between the measured rate parameters and the orbital
energies of the reactants, it is not completely clear to
these authors that the correlation is causal, as the orbital
energies themselves are highly correlated with many
other molecular properties. (This is a general problem
with using correlation where the underlying physics
behind the correlation is unclear.)

1.4.5 Semiexperimental reaction rates – TK

Most rate data are measured over a very restricted range
of temperature and pressure, owing to experimental
limitations. While it is clear that there is no ultimate
substitute for experimental k(T,P) measurements,
Benson and coworkers [2, 180] developed the TK
formulation of conventional TST to extrapolate the rate
coefficients to temperature regimes outside the range of
experimental data. This method is of wide use in
predicting kinetic information for cases where there are
few data available, and for roughly estimating reaction
rates where no data are available. In the TK-TST
method, thermochemical properties of stable molecules
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are determined using experimentally based group-addi-
tivity (GA) methods [181], while TS properties are
estimated using statistical mechanics by comparing
assumed TS structures with known structures of stable
molecules. Model calculations of well-established rate
constants calibrated the guesses about the transition
structure. (At the time Benson developed TK-TST it was
not possible to calculate accurate TS structures by
ab initio methods). The method has been tested carefully
in a few cases where a large number of data are
available: see, for example, Cohen’s [182, 183, 184] work
on the metathesis reactions of H, O(3P), and OH with a
series of alkanes. On the basis of a similar idea, Ranzi
et al. [185] arrived at empirical rate rules for abstraction
reaction families through a critical evaluation of the
experimental data.

The finding by Benson and coworkers that both
molecular and TS thermochemical properties can be
represented as a sum of component-group properties
provides the basis for the generalization of molecular
classes and reaction families discussed at length in this
article. Our protocol to arrive at generic rate rules is
similar to the TK-TST method, except for the fact that
we aim to efficiently utilize the wealth of quantum
chemical information on TS structures and properties
that is now becoming available with modern computers
and the computational approaches described in
Sect. 1.3.

1.5 Generalization from a priori reaction rates

Virtually all the fast rate-estimation methods in the
literature are based on experimental rate measurements,
and so are limited to reaction families where good
reaction rate data are available. A priori rate calcula-
tions are now accurate enough that they can be used as
the source data, with the advantages that a very large
amount of detailed data is available from a single
quantum chemical calculation, and calculations can be
performed on systems that are not experimentally
convenient.

1.5.1 Reaction-class TST

Truong [42] developed the reaction-class TST to predict
the thermal rate constant of any member of a reaction in
a given class from that of the principal reaction using
two energetic properties, namely, the differential barrier
height and the reaction energy. It is based on the TST
framework with the concept that all elementary reac-
tions in a given class have the same reactive moiety and
consequently very similar PESs along the reaction
coordinate. With this notion they factored the ratio of
the rate constants, k2/k1, into different components,
namely, tunneling, reaction symmetry, partition func-
tions, and potential energy. The factors from tunneling
and partition functions were taken to be unity, thus
avoiding the need to perform frequency calculation for
large molecules in the reaction class; however, for every
new member of the class, additional energy calculations
at high levels of theory are needed to predict the reaction

rate. Though reaction-class TST saves computer time, it
still requires a quantum chemical TS calculation for each
reaction, and so is not practical for computer generation
of kinetic models.

1.5.2 GA for TSs

To this end, we came up with the idea of forming new
thermochemical groups (supergroups) corresponding to
the reactive moiety in the transition structures of a given
reaction class. Such supergroups together with existing
thermochemical groups for stable moieties would enable
the modelers to derive the free energy of activation of
any reaction in a given class at any given temperature
and therefrom its reaction rate. In contrast to the
GA values (GAVs) of Benson, which are derived
semiexperimentally, we derive our TS-specific groups
from quantum chemical calculations. As inherent in the
second-order GA approximation, this treatment
assumes that the total molecular property is the sum of
its group contributions and does not account for
non-next-neighbor effects. Secondly, while deriving the
supergroups we partition the thermochemical properties
of transition structures using conventional GA contri-
butions for the unreactive moiety. This assumes that
quantum chemical calculations are accurate enough to
reproduce the GAVs for stable molecules.

In our first article [186], we developed a systematic
procedure for the accurate calculation of thermochemi-
cal properties from quantum chemically derived molec-
ular parameters and tested its performance on alkanes
and alkyl radicals. We arrived at ways of partitioning the
thermochemical properties of transition structures into
contributions from reactive and unreactive moieties us-
ing GA tables. We demonstrated the near constancy of
the thermochemical values of the reactive moiety among
the members of the following reaction classes:

RCH3 þ Y ! RCH2 þ YH;

ðR ¼ CH3;Et, Pr, Bu; i-PR; t-Bu; sec-Bu; i-BuÞ ;

RR0CH2 þ Y ! RR0CHþHY

ðR ¼ CH3; Et, Pr; i-Pr;R0 ¼ CH3Þ ;

R2CR0Hþ Y ! R2CR0 þ YHðR ¼ CH3;R0 ¼ CH3;EtÞ ;

with Y ¼ H and CH3. The average of its contribution
in a given class is identified as the supergroup value for
the reactive moiety (see Sects. 2.3, 2.4 for details). We
also showed that the same supergroup contribution is
obtained in the previously mentioned classes of reaction
by considering the reaction in either direction. We
demonstrated the usefulness of this observation for
establishing the thermochemical values of radicals with
large experimental uncertainty. We compared the rate
predictions based on our supergroup GA procedure with
experimental data and literature rate estimates and
discussed the levels of accuracy achievable by this
procedure. Since supergroups per se are not Benson
groups, we developed protocols for splitting the super-
groups into Benson groups using the thermochemical
properties of symmetric transition structures associated
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with the reactions CH3CH2 + CH3CH3, (CH3)2
CH2 + (CH3)2CH, (CH3)3CH + (CH3)3C, H + H2,
and CH3 + CH4. We developed ten new groups cover-
ing all probable intermolecular abstractions by alkyl
groups from alkanes and four new groups corresponding
to abstraction by hydrogen atoms from alkanes.

Subsequently [187] we extended the treatment to hy-
drogen abstraction from alkenes, alkynes, alcohols, al-
dehydes, and acids by hydrogen atoms and developed 16
new groups for rate predictions. With polar substrates
such as alcohols, aldehydes, and acids, we observed a
systematic but small variation in the enthalpy value of
the supergroup across the members of the given reaction
class. Subsequently, we investigated the non-next-
neighbor effects [188] on supergroups by including more
members with b substituents of extreme electronic
and steric nature, viz., CH3CH2X + Y fi CH2CH2X
+ YH [X ¼ F, Cl, Br, OH, SH, NH2, OCH3, OC(O)H,
OC(O)CH3, CHO, COCH3, COOH, COOCH3, etc.].
We proposed means of accommodating [188] non-next-
neighbor effects on reaction rates using a multilinear
expression based on the electronic, r, steric, Rs, and
hyperconjugative (HC) parameters of the sub-
stituent, namely, DH298(X) ¼ DH298(R)H) + a1*r(X)
+ a2*Rs(X) + a3*HC(X). We also derived a qualitative
rationale through atoms-in-molecule analysis for the
partitioning of energy obtained from quantum chemical
calculations using GA.

2 Computational methodology

2.1 Ab initio calculations

Standard ab initio molecular orbital theory calculations were car-
ried out with the GAUSSIAN 98 suite [189] of programs. The
geometry of the reactants, TSs, and products of the reactions
considered in the present study were optimized at the (U)MP2(FC)/
6-31G(d¢) level. The energies were calculated using the CBS
method, CBS-Q of Ochterski et al. [51, 52] which combines the
extrapolated CBS second-order limit with higher-order correlation
[MP3, MP4, QCISD(T)] energies derived at a relatively smaller
basis set for the accurate calculation of molecular energies. The
method also includes an empirical correction and a correction for
spin contamination in order to achieve improved agreement with
experimental data. The ab initio heats of formation of molecules at
298.15 K were obtained from the calculated heat of atomization at
0 K and the experimental heat of formation of atoms using the
commonly adopted procedure [190]. The atomization energy was
further corrected [191] for spin–orbit interaction from the energies
of the atoms and isodesmic bond additivity corrections. Besides
this single-point high-level energy calculation at a TS geometry
obtained at MP2(FC)/6-31G(d¢), we also searched the intrinsic
reaction coordinate, IRC(MP2(FC)/6-31G(d¢), and did IRC-
MAX[74] calculations, Max{CBS-Q}//IRC{MP2(FC)/6-31G(d¢)},
to obtain the upper bound for the classical barrier heights. The IRC
was determined by following the reaction path with a stepsize of
0.1 bohr (0.0529 Å).

Furthermore, some of the prototypical transition structures
were also optimized at G2 and B3LYP levels for the purpose
of comparison. Both the compound CBS-Q and G2 methods
are expected to have nearly the same optimized geometry as
optimizations are done, respectively, at MP2(FC)/6-31G(d¢) and
MP2(FU)/6-31G(d) levels. The former basis is a modified version
of the latter and is obtained by combining the 6-31G sp functions
with the 6-311G** polarization components. B3LYP optimizations
were done, however, with relatively larger basis sets namely,
CBSB3 and CBSB7. The latter geometry is used in CBS-QB3

and Max{CBSQB3}//IRC{B3LYP/CBSB7} model chemistry
calculations.

2.2 Calculation of thermochemical properties

The total partition function, Qtot, of all species was calculated
within the framework of the rigid-rotor-harmonic-oscillator
approximation with corrections for internal rotation. The MP2/
6-31G(d¢) optimized geometrical parameters and the scaled
(0.91844) harmonic vibrational frequencies computed at the HF/
6-31G(d¢) level were used for the calculation of rotational and
vibrational partition functions. All torsional motions about the
single bonds between polyvalent atoms were treated as hindered
internal rotations. The hindrance potential for the internal rota-
tion was obtained at the HF/6-31G(d¢) level by optimizing the
3N)7 internal coordinates, except for the specific dihedral angle
which characterizes the torsional motion. This dihedral angle
was varied from 0� to 360� in increments of 20� or 30�. The PES
thus obtained was then fitted to a Fourier series SmAmcos(m/)+
Bmsin(m/), with m� 17. Subsequently, the partition function for
the hindered rotation was obtained by solving the Schrödinger
equation

� h2

8p2Ihir

d2WðUÞ
dU2

þ V ðUÞWðUÞ ¼ EðUÞWðUÞ ð17Þ

for the energy eigenvalues with the fitted hindrance potential using
the free rotor basis function. The reduced moment of inertia for
rotation, Ihir, in the kinetic energy term was taken as the reduced
moment of the two groups about an axis passing through the center
of gravity of both the groups. Though Ihir is actually a function of /
and the vibrational coordinates, in the present work Ihir was fixed at
its value for the equilibrium geometry, and the rotating group was
assumed to be rigid. The partition function for hindered rotation
was evaluated by direct counting, while the thermodynamic
properties H, S, and Cp were calculated from the ensemble
energy averages and fluctuations in internal energy, respectively,
<E>2 and <E2>.

2.3 Derivation of supergroup values from the thermochemical
properties of TS

The procedure to derive GAVs for the constant reactive moiety
(supergroup) from the thermochemical properties of TSs essentially
stems from the assumptions that the thermochemical contribution
from the unreactive moiety in the TS is nearly the same as in the
reactant and that it is equal to that of Benson’s group values.
Consequently, the GAVs for reactive centers were derived by bal-
ancing the ab initio calculated DH „(298.15 K), DS „(298.15 K), and
DCp

„(T) for the difference between reactants and TSs with those
derived from Benson’s GA table. For example, the theoretically
calculated DH „ at 298 K for C2H6 þHO2 Ð CH3CH2 � H�O2H
is given by

DH 6¼ðcalcÞ¼E0þDH 0!298ðTSÞ�DH0!298ðC2H6Þ�DH 0!298 HO2ð Þ ;
ð18Þ

where DH0fi298 denotes the thermal contribution to the enthalpy at
298.15 K and E0 is the energy difference between the reactants and
the TS at 0 K. The ab initio DH „ value is then equated to the GA
expression:

DH 6¼ ¼ GAðTSÞ �GAðC2H6Þ � GAðHO2Þ
¼ HfC=C=H3g þ HfC=C=H2=� H=O=Og þ HfO=O=Hg
� 2HfC=C=H3g � HfHO2g : ð19Þ

The notations H{C/C/H3} and H{O/O/H} correspond to
Benson’s heat of formation group values for )CH3 and )O2H
moieties, and H{HO2} represents the heat of formation for the
HO2 radical. Finally, the supergroup value H{C/C/H2/)H/O/O}
signifies the enthalpy associated with the reaction center or the
reactive moiety CH2–H–O in the TS. The migrating hydrogen in
the reactive moiety is represented as )H in our definition of the
reactive moiety. Since {C/C/H2/)H/O/O} contains three polyvalent
atoms, it is not a group per se in the sense of Benson’s definition;
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hence we refer to it as a supergroup. Taking both expressions for
DH„ together, we obtain DH298 for this supergroup:

HfC=C=H2=� H=O=Og ¼ DH 6¼ðab initioÞ � HfO=O=Hg
þ HfC=C=H3g þ HfHO2g : ð20Þ

Similar to bond dissociation energies (BDE), we only need the
difference between the calculated TS and reactant energies in order
to estimate the heat of formation value of the reactive moiety
(supergroup). Analogous formulae allow one to determine the in-
trinsic entropy and temperature-dependent heat capacity, Cp(T ),
group values for the reactive moiety. However, to determine the
intrinsic entropy, Sint ¼ S+Rln(r/nige), of supergroups, a quantity
devised by Benson to account for the symmetry, r, electronic de-
generacy, ge, and optical isomers, ni, of the system, one should take
into account the symmetry of the reactants and TS through the
following expression:

SintfC=C=H2=�H=O=Og ¼ DS 6¼ þ SfC=C=H3g þ SfHO2g

� SfO=O=Hg � R ln
rHO2

rC2H6
nTS

rTSnHO2
nC2H6

� �
:

ð21Þ

2.4 Generic rate estimation from supergroup and
Benson’s group values

The generic rate constant for attack on a primary alkyl C–H bond
by HO2,

RCH2CH3 þHO2 ! RCH2CH2 þH2O2 ;

can then be calculated from the {C/C/H2/)H/O/O}, {C/C/H3},
{HO2}, and {O/O/H} group values using the conventional TST
expression (Eq. 6). The free-energy change associated with this
class of reactions, DG „(T )=DH „(T ))TDS „(T ), equals the differ-
ence between the sum of the free energies of the {C/C/H2/)H/O/
O}and {O/O/H} groups and that of the {C/C/H3} and {HO2}
groups. The heat capacity values of each of these groups were fitted
to a fourth-order polynomial in T and subsequently its analytical
integrals were used in conjunction with S298 and Hf

298 values,
respectively, to obtain H(T ) and S(T ). The DG„(T ) and therefrom
the per hydrogen abstraction rate were then calculated from H(T )
and S(T ). The total abstraction rate for each molecule was
obtained by multiplying the per hydrogen rate with the reaction
path degeneracy factor.

2.5 Calculation of the tunneling correction factor, j(T)

The rate calculated using the supergroup values does not include
the tunneling contributions at low temperatures. To account for
quantum mechanical tunneling effects, we calculated the trans-
mission coefficients, j(T ), using the simple Wigner [89] perturba-
tion theory formula:

jðT Þ ¼ 1þ 1

24
1:44

mi
T

� �2
; ð22Þ

where mi is the magnitude of the imaginary frequency in reciprocal
centimeters corresponding to the reaction coordinate at the TS and
T is the temperature in Kelvin. Since the magnitude of the imagi-
nary frequency and the barrier height remains nearly the same for
all reactions in a given class, instead of the simple Wigner tunneling
correction one can also calculate the tunneling correction for the
first member of the reaction series using any of the improved
semiclassical theories and assume the same j(T ) for all other
reactions in the class.

2.5 Splitting supergroups into Benson groups

The supergroups introduced in our work are very large and do not
follow Benson’s definition of a group. Permutation of individual
polyvalent atoms in such supergroups will evidently lead to a large
number of different supergroups making the methodology less
useful. Therefore, we arrived at a protocol to further subdivide the
supergroups into smaller fractions or groups in the spirit of Benson.
We took each polyvalent atom in the reactive moiety as the center

of a new group. To make this partitioning scheme unique, we
defined the thermochemical group values {)H/X2} in symmetric
TSs to be zero. With this assumption we derived the group values
for the hydrogen loss, viz., {H/)H}, {O/O/-H}, {C/H3/)H}, {C/C/
H2/)H}, {C/C3/)H} and {C/O/H2/)H}, respectively, from the
thermochemical properties of symmetric TSs, viz.,

H–H–H ¼ 2 H=�Hf g;
by equating the central �H=H2f g ¼ 0ð Þ ;

HO2–H–O2H

¼ 2fO/O/Hg þ 2fO/O/�Hgðby setting f�H=Op2g ¼ 0Þ ;

H3C–H–CH3

¼ 2fC/H3=�Hg; ðby equating the central f�H/Cme2g ¼ 0Þ ;

CH3CH2–H–CH2CH3¼2fC/C/H2=�Hgþ2fC/C/H3g;
ðbyequating thecentralf�H/CP2g¼0Þ ;

ðCH3Þ3C—H—CðCH3Þ3¼2fC/C3=�Hgþ6fC/C/H3g;
ðbyequating thecentralf�H/Ct2g¼0Þ :

Substitution of these group values in the asymmetric TSs pro-
vided a means of estimating the central asymmetric group {)H/X/
Y}. The whole procedure is based on the idea that the group value
{)H/X/Y} is a measure of asymmetry in the forming and breaking
bonds of a TS. In the present work, we use the symmetric TS HO2–
H–O2H to obtain the group value {O/O/)H}. This in combination
with the supergroup {C/C/H2/)H/O/O} and {C/C/H2/)H} yielded
the TS-specific group {)H/C/Op} where Op stands for peroxy
oxygen atom. The whole procedure involves redistribution of the
thermochemical values of the reactive moiety into three TS-specific
groups and does not involve any averaging or fitting procedure.

3 Results and discussion

3.1 Overview

Here we demonstrate our TS GA rate-estimation
method by applying it to six reaction families:

CH4 þHO2 ! CH3 þH2O2 ;

RCH3 þHO2 ! RCH2 þH2O2

R ¼ CH3; Et; Pr; i - Pr; Bu; t - Buð Þ ;

R2CR0HþHO2!R2CR0 þH2O2ðR¼CH3;R0 ¼CH3;EtÞ ;

CH4 þO ! CH3 þOH ;

RCH3þO!RCH2þOHðR¼CH3;Et,Pr;i -Pr;t -BuÞ ;

CH3OXþH!CH2OXþH2

X¼H,CH3;Et;i-Pr;t-Bu;C(O)H,C(O)CH3;OH;OMe½ � :

We demonstrate that we can accurately compute the
thermochemistry for all the stable species in Sect. 3.2.
Quantum chemistry methods have considerably more
trouble with the TSs of reactions involving O–H bond-
forming; we discuss these problems in detail and attempt
to resolve some controversies in the literature in
Sect. 3.3. In Sect. 3.4. the best quantum chemistry
calculations are used to derive TS-GA rate-estimation
rules, to check how transferable the group values we
obtain are, and to compare the rate estimates in Sect. 3.5
with the limited available experimental data.

198



Our supergroups for hydrogen abstraction are de-
fined considering only the nearest neighbors of the ab-
stracting origin and the terminus, in line with Benson’s
group definitions; however, it is not clear whether su-
pergroup values defined this way will be transferable
with extremely different b substitutents. Our earlier
study gave examples where this substituent effect was
rather large. If we expanded the size of the supergroup
encompassing the b substituents, a huge number of
calculations would be required to fill out a complete
table of supergroup values for important reactions and
one would lose the advantage of generalization. In those
cases, we prefer to seek a linear relationship based on
easily computed properties of the substituents [188].

In the present case, it is clear that the isolated oxygen
atom O(3P) is very different chemically from the terminal
oxygen atom in HO2, so these two oxygens will require
different supergroups and different notation. However,
one might hope that the hydrogen-abstraction reactions
are rather insensitive to the exact identity of the R groups
in the alkane part, so it would be reasonable to look for
supergroups such as {C/C/H2/)H/O/O} and {C/C/H2/
)H/O(3P)}. We test how transferable these group values
are in Sect. 3.4. In contrast to our earlier work [186] on
thermoneutral reactions with synchronous bond forma-
tion and bond breaking, herein, we try to investigate
highly endothermic reactions which, as per Hammond’s
postulate, are expected to proceed through late and
asynchronous TSs. As shown in Sect. 3.2, the bond
strengths,D(XOCH2)H), are sensitive to the substitutent
X, so we expect that the rate of hydrogen-atom attack on
these CH bonds will also depend on X. However, instead
of attempting to derive supergroup values for every pos-
sible substituentX, we will try to find an LFERwhich will
handle theX dependence, so we can group these reactions
into a single reaction family which we will call {C/H2/O/
)H/H}. All of these analyses in Sect. 3.4 assume we can
accurately calculate at least a few of these reactions using
quantum chemistry; these quantum chemical calculations
are discussed in some detail in Sects. 3.2 and 3.3.

3.2 Thermochemical predictions for stable molecules

The performance of CBS-Q level of calculations in
reproducing the experimental thermochemical properties
of alkanes, CnH2n+2 (n=1)5), was demonstrated in the
first article [186] of this series, while that of alcohols and
esters was shown in the successive articles [187, 188] of
this series. We compare our ab initio results at the CBS-
Q, CBS-QB3, and G2 levels for the HO2, H2O2, and
CH3OOH systems along with GA and experimental
values tabulated in the NIST webbook in Table 1. The
DHf

298 of the reactant radical, HO2, exhibits a large
deviation between the NIST and GA estimates. Benson
originally suggested a value of 5 kcal mol)1, while the
currently accepted value [192] is 3.5 kcal mol)1 following
the experimental work of Howard [193]. A bond energy
(DH298) of 88.2 kcal mol)1 was then obtained for
DH298(HOO)H). This bond energy is then assumed to
be equal to the generic ROO)H bond energy of alkyl
hydroperoxides. Since there are more experimental
data on enthalpies of alkyl peroxy radicals than alkyl
hydroperoxides, DHf

298(ROO) is often used with
DH298(HOO)H) ¼ 88.2 kcal mol)1 to estimate DHf

298

(ROOH). Kondo and Benson [194] performed a mea-
surement for DH298(CH3OO) ¼ 5.5±1.0 kcal mol)1.
This together with ROO)H BDE and
DH298(H) ¼ 52.1 kcal mol)1 provided the estimation
of DH298(CH3OOH) ¼ )30.6 kcal mol)1. On the basis
of G2 calculations, Lay and Bozzelli [195], however,
recommended a new enthalpy group value of )5.5 kcal
mol)1 as compared to Benson’s value of )4.5 kcal mol)1

for the {O/C/O} group. As can be seen from Table 1, the
CBS-Q estimate for CH3OOH is in good agreement with
Benson’s GA prediction ()30.9 kcal mol)1), while the
G2 and CBS-QB3 estimates are in good agreement with
Bozzelli’s recommendations ()31.9 kcal mol)1).

The structure of the hydroperoxyl radical is dictated
by that of O2. The O)O bond length in the lowest
2A¢¢ ground state of HO2 is 1.3291 Å, while that of the
first excited state (2A¢, DE ¼ 0.871 eV) is 1.3933 Å. All

Species Method/source DH 298
f S298 C300

p C400
p C500

p C600
p C800

p C1;000
p C1;500

p

HO2 CBS-Q 3.59 54.51 8.26 8.76 9.30 9.79 10.57 11.17 12.18
G2 3.80 54.58 8.31 8.85 9.40 9.90 10.68 11.27 12.26
CBS-QB3 2.47 54.68 8.30 8.83 9.39 9.89 10.68 11.27 12.26
GAa,b 3.50 54.40 8.34 8.95 9.48 9.96 10.76 11.39 12.45
NIST 0.50 54.75 8.34 8.95 9.48 9.96 10.76 11.39 12.45

H2O2 CBS-Q(HO) )32.24 55.59 10.07 10.98 11.87 12.65 13.89 14.86 16.61
G2(HO) )31.88 55.57 10.10 11.07 11.99 12.78 14.03 15.00 16.74
CBS-QB3(HO) )33.18 55.88 10.26 11.27 12.18 12.95 14.13 15.05 16.72
GAa )32.60 55.70 10.40 11.60 12.60 13.40 14.40 15.00 16.40
NIST )32.53 55.68 10.33 11.63 12.55 13.27 14.32 15.05 16.35

CH3OOH CBS-Q(HO) )30.75 66.12 14.73 17.15 19.44 21.44 24.64 27.06 30.95
G2(HO) )31.71 66.04 14.87 17.38 19.71 21.73 24.93 27.34 31.18
CBS-QB3(HO) )31.89 66.76 15.10 17.63 19.93 21.89 24.97 27.30 31.06
GAa )30.88 66.85 15.09 17.34 19.40 21.19 24.42 26.47 30.58
NIST )31.31 15.03 17.60 20.02 22.13 25.50 28.03 32.02

a From Benson’s thermochemical kinetics [2]
bDH298

f from Ref. [192]

Table 1. Comparison of calculated thermodynamic properties of
peroxy compounds with group additivity predictions and experi-
mental data. DH 298

f is given in kcal mol)1, S298 and Cp(T) data are

in cal mol)1 K)1.NIST=NIST webbook: http://webbook.nist.gov.
(HO) implies harmonic oscillator treatment for the O–O torsional
mode in peroxides
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peroxide systems are highly correlated systems owing to
the presence of lone pairs of electrons on adjacent oxy-
gen atoms. Consequently, the description of the O–O
bond length and force constants is very sensitive to the
level of theoretical treatment. The compound quantum
chemistry methods employed in this study account for
correlation corrections to total molecular energy; how-
ever, correlation is ignored when computing the Hessian
matrix. The latter is being done only at an uncorrelated
HF level with a smaller basis set, namely, at HF/
6-31G(d¢) and HF/6-31G(d), respectively, in the CBS-Q
and G2 methods. In this regard, frequencies computed at
the B3LYP level with a triple-zeta CBSB7 basis set (in
CBS-QB3) are expected to include correlation effects.
The calculated O–O stretching frequency in H2O2 is
around 943 cm)1 at the B3LYP/CBSB7 level, while at
the HF/6-31G(d¢) level the corresponding vibration
has been shifted to 1,150 cm)1. Also, the O–O torsional
vibration lies at 398 and 343 cm)1, respectively, at the
CBS-QB3 and G2 levels. Consequently, the Cp(T ) at low
temperatures differ by approximately 0.3 cal mol)1K)1

between the CBS-QB3 and the CBS-Q and G2 methods.
The calculated rotational barrier about the O–O bond is
around 9.8 kcal mol)1 at both levels. As can be seen from
Table 1, the agreement of the S298 and Cp(T ) values at
temperatures less than 1,000 K between the experimen-
tal and the CBS-QB3 method is better than with the
HF-based frequencies. Since the O–H and O–R bonds
are nearly at right angles to each other in hydroperox-
ides, they exist in right- and left-handed forms. Conse-
quently, the symmetry correction depends upon the
choice of the statistical treatment between a vibration or
a hindered rotation for the torsional motion around the
O–O bond. When treated as a harmonic vibration, the
entropy value should be incremented by Rln2.

3.3 Quantum chemistry calculations of the TSs

The predictive ability of quantum chemistry methods
towards the thermochemical properties of TS structures
cannot be determined purely on the basis of the
thermochemistry of stable molecules. One seldom has
sufficient experimental rate data to determine conclu-
sively if a TS calculation is correct; in practice the best
one can usually do is to compare several different types
of calculations to see if they are consistent with each
other and converge towards the same value. If they are
consistent, it is usually safe to assume they are at least
semiquantitatively correct; if there are significant dis-
crepancies, higher-level calculations may be required.

For the reactions of HO2 and O(3P), prior reports
suggest that rather high-level calculations may be
required. It is known that the B3LYP method can
encounter serious difficulties [196, 197, 198, 199] in
constructing the minimum-energy reaction path of
even simple hydrogen-transfer processes [200] such as
OH + H2 fi H2O + H and in predicting the behavior
of the hydrogen atom in its addition and elimination
reactions [201], either in radicals and radical cations or
in triplet states. Either no transition structures can be
found at all or when a transition structure is actually

located, serious discrepancies are often found in both the
geometries and energies, compared to high-level molec-
ular orbital calculations or experiment. Consequently,
we perform calculations at different levels, viz., CBS-Q,
CBS-QB3, G2, B3LYP/CBSB3, CBS-QB3//IRCMAX,
for the prototypical reactions from the HO2 abstraction
reaction families.

Abstraction by HO2 from alkanes is highly endo-
thermic (approximately 9.2)16.5 kcal mol)1) (Table 2).
Consequently, in accord with Hammond’s postulate,
these reactions are characterized by late TSs with bond
formation being advanced over bond cleavage. The
MP2/6-31G(d¢) optimized geometries, vibrational fre-
quencies, and moments of inertia of 25 transition
structures studied in the present work are given in the
supporting information. The characteristic geometrical
parameters of the reactive moieties, i.e., the bond lengths
of the breaking C–H and forming O–H bonds and the
associated bond angles are tabulated in Table 3. The
geometry of the reactive moiety remains nearly the same
at a chosen level of theory and agrees in most cases up to
the second decimal value throughout the test set of re-
actions in each family. This former observation supports
the hypothesis that the reactive moiety is not strongly
affected by changes to the nonreactive moiety, and
suggests the supergroup value will be transferable. (The
important exception is the substituent-sensitive reaction
family CH3OX + H fi CH2OX + H2, where a single
supergroup value is not transferable, as discussed in the
following.)

3.3.1 Detailed discussion of the TS geometry
for HO2 reactions

It is interesting to compare the optimized geometries
obtained at the B3LYP and MP2 levels for the simple
prototypical reactions (CH4 + HO2, CH3CH3 + HO2,
(CH3)2CHCH3 + HO2, and (CH3)3CH + HO2) tabu-
lated in Table 4. (MP2 geometries are used in the CBS-Q
and G2 composite methods.) B3LYP predicts a relative-
ly long C–H distance (longer by about 0.1Å) and also
a well-progressed forming O–H bond, (shorter by about
0.05Å) compared to MP2. Interestingly, increasing the
size of the basis set from CBSB7 to CBSB3 at the
B3LYP level alters the geometry in the direction
of the CBS-Q predictions and places the optimized
geometry between the CBS-Q and CBS-QB3 extremes
(CBS-Q; B3LYP/CBSB3; CBS-QB3). Furthermore,
results of the Max{CBS-QB3}//IRC{B3LYP/CBSB7}
calculations (Table 5) on CH4 + HO2, CH3CH3 +
HO2, and (CH3)3CH + HO2 systems using the IRCs
reveal the geometry corresponding to the upper bound
for the barrier height to be much closer to that of the
MP2 result. We also performed additional IRCMAX
calculations (Max{CBS-Q}//IRC{MP2/6-31G(d¢)}) to
obtain the upper bounds for barrier heights and
approximate geometries of the TS. Both CBS-Q//MP2/
6-31G(d¢) and Max{CBS-Q}//IRC{MP2/6-31G(d¢)}
energies maximize at the same geometry (Table 5) for
the CH4 + HO2 reaction and thereby give rise to a
zero-point-corrected barrier height of 24.27 kcal mol)1.
Malick et al. [74] recommended an empirical correction
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of 0.57 kcal mol)1 to the barrier height with the CBS-Q//
IRCMAX method and this would place the CBS-Q
upper bound at 23.7 kcal mol)1. Simple CBS-QB3 and

B3LYP/CBSB3 methods underestimate this barrier
height by 2 kcal mol)1 (Table 4) which, however, is
because of the incorrect geometry. The barrier at the

Table 2. Calculated CBS-Q
barrier heights (kcal mol–1) and
heats of reaction (kcal mol–1)

System E0 barrier DH0
R

H2O2fiH+HO2 86.71
H2fi2H 104.45
OHfiO+H 101.58
CH4+HO2fiCH3+H2O2 24.27 17.02
CH3CH3+HO2fiCH3CH2+H2O2 18.53 13.24
CH3CH2CH3+HO2fiCH3CH2CH2+H2O2 18.73 13.61
CH3(CH2)2CH3+HO2fiCH3(CH2)2CH2+H2O2 18.58 13.60
CH3(CH2)3CH3+HO2fiCH3(CH2)3CH2+H2O2 18.19 13.92
(CH3)2CHCH3+HO2fi(CH3)2CHCH2+H2O2 18.40 14.34
(CH3)3CCH3+HO2fi(CH3)3CCH2+H2O2 18.61 14.97
(CH3)3CH+HO2fi(CH3)3C+H2O2 11.13 9.22
(CH3)2CHEt+HO2fi(CH3)2CEt+H2O2 10.84 9.60
CH4+OfiCH3+OH 9.42 2.08
CH3CH3+OfiCH3CH2+OH 5.52 )1.70
CH3CH2CH3+OfiCH3CH2CH2+OH 5.42 )1.33
CH3(CH2)2CH3+OfiCH3(CH2)2CH2+OH 5.18 )1.34
(CH3)2CHCH3+Ofi(CH3)2CHCH2+OH 5.09 )0.60
(CH3)3CCH3+Ofi(CH3)3CCH2+OH 4.96 0.02
CH3OH+HfiCH2OH +H2 7.40 )9.24
CH3OCH3+HfiCH2OCH3+H2 6.81 )9.22
CH3OEt+HfiCH2OEt+H2 6.65 )9.22
CH3Oi-Pr+HfiCH2Oi-Pr+H2 6.41 )9.80
CH3Ot-Bu+HfiCH2Ot-Bu+H2 5.90 )10.27
CH3OOH+HfiCH2OOH+H2 8.25 )7.16
CH3OOCH3+HfiCH2OOCH3+H2 7.73 )7.70
CH3OC(O)H+HfiCH2OC(O)H+H2 10.19 )5.16
CH3OC(O)CH3+HfiCH2OC(O)CH3+H2 9.70 )5.57

Table 3. The MP2/6-31G(d¢) (the geometry used in CBS-Q) optimized bond lengths (Å) and bond angles (degres) of the reactive moiety in
the transition structures and the magnitude of the imaginary frequency. The abstracted hydrogen is indicated in boldface

Transition structure C–H O–H C–H–O <S2> m (cm–1)

CH4+HO2 1.333 1.161 175.5 0.797 3,396
CH3CH3+HO2 1.311 1.185 173.0 0.798 3,329
CH3CH2CH3+HO2 1.316 1.181 172.8 0.798 3,381
CH3(CH2)2CH3+HO2 1.314 1.182 172.4 0.798 3,338
CH3(CH2)3CH3+HO2 1.315 1.183 172.6 0.798 3,337
(CH3)2CHCH3+HO2 1.314 1.185 171.7 0.798 3,329
(CH3)3CCH3+HO2 1.312 1.187 176.8 0.798 3,317
(CH3)3CH+HO2 1.273 1.226 172.8 0.799 3,222
(CH3)2CHEt+HO2 1.269 1.232 173.1 0.799 3,224
CH4+O 1.327 1.165 177.1 2.053 2,960
CH3CH3+O 1.303 1.190 176.1 2.054 2,922
CH3CH2CH3+O 1.305 1.189 174.2 2.054 2,918
CH3(CH2)2CH3+O 1.306 1.188 175.9 2.054 2,921
(CH3)2CHCH3+O 1.306 1.191 175.0 2.054 2,903
(CH3)3CCH3+O 1.306 1.192 175.7 2.053 2,893
(CH3)3CH+O 1.296 1.237 178.5 2.053 2,811
(CH3)2CHEt+O 1.296 1.237 176.2 2.053 2,830
CH3OH+H 1.374 0.929 178.1 0.789 2,277
CH3OCH3+H 1.383 0.926 178.1 0.788 2,260
CH3OEt+H 1.382 0.926 178.1 0.788 2,256
CH3Oi-Pr+H 1.378 0.930 177.9 0.788 2,257
CH3Ot-Bu+H 1.373 0.931 178.2 0.788 2,266
CH3OC(O)H+H 1.398 0.898 177.6 0.788 2,337
CH3OC(O)CH3+H 1.396 0.901 177.5 0.788 2,326
CH3OOH+H 1.389 0.916 177.3 0.788 2,284
CH3OOCH3+H 1.389 0.915 178.7 0.788 2,285

201



Max{CBS-QB3}//IRC {B3LYP/CBSB7} level is in good
agreement with theMax{CBS-Q}//IRC{MP2/6-31G(d¢)}
barrier: by moving along the B3LYP reaction coordinate
to the real maximum in the CBS-QB3 energy we get a
much better estimate.We observe an improved agreement
between the CBS-Q//MP2/6-31G(d¢) and Max{CBS-
QB3}// IRC{B3LYP/CBSB7} results (Table 4) for
primary and tertiary hydrogen abstractions as well.

The drastic difference between the B3LYP and the
molecular-orbital-based methods can also be seen in the
wildly different imaginary frequencies predicted using
different methods (Table 4). At the HF and MP2 levels,
the reaction coordinate corresponds to an asymmetric
C–H–O stretch, while at the B3LYP level this mode is
strongly coupled with the out-of-plane vibration of the
forming radical center. The B3LYP imaginary frequency
remains very low even at the IRCMAX geometry, i.e.,
the B3LYP second derivatives are consistently different
from those predicted by other methods over a range of
geometries.

There is one somewhat surprising conclusion from
these calculations (Table 6): the reverse reaction

tertiary� RþHOOH ! RHþHO2

is calculated to have a slightly lower barrier than the
corresponding reaction of primary alkyl radicals, oppo-
site to the trend in the reaction exothermicity. This
would not be unprecedented, as tertiary alkyl radicals
have been directly measured in the liquid phase to have
higher reactivity than other alkyl radicals in the
exothermic hydrogen abstractions from silanes [202]
and stannanes [203]. However, in many systems it is
clear that tertiary radical is less reactive than the
primary. We fear this calculated barrier might be
sensitive to errors in the theoretical estimation of the

DHf of the t-butyl radical. The heat of formation of
the t-butyl radical has been the subject of considerable
debate between proponents of ‘‘low’’ (approximately
9 kcal mol)1) and ‘‘high’’ (approximately 12 kcal mol)1)
values. A value of 12.30 kcal mol)1 was recommended by
Berkowitz et al. [204], while the value recommended by
Tsang in the NIST webbook is 11 kcal mol)1. On the
basis of high-level theoretical calculations, Smith and
Radom [205] recommended a value of 13.6 ± 1.7 kcal
mol)1. The calculated heats of formation in the present
work at the CBS-Q and CBS-QB3 levels are, respectively,
13.20 and 12.41 kcal mol)1. However, if the low value for
DHf were correct, then the barrier to tertiary radical
abstraction would be higher and the reaction would be
slower (in accord with the trend in reaction exotherm-
icity). We are unable to resolve this longstanding dispute.

All our high-level calculations for the HO2+RH TS
appear to converge near the values obtained by the CBS-Q
method, which (while not cheap) is relatively inexpensive
compared to comparably accurate alternatives.

3.3.2 Detailed discussion of the TS for abstractions
by O(3P)

The reaction CH4+O(3P)fiCH3+OH is theoretically
challenging [206, 207, 208] as the approach of O(3P)
along a C–H bond has threefold symmetry and leads to
a Jahn–Teller conical intersection rather than a saddle
point. The computed barrier height for this reaction
varies from 37.5 to )2.8 kcal mol)1, while experimental
results suggest a barrier of 9)11.4 kcal mol)1. The
barrier heights calculated at the CBS-Q (9.4 kcal mol)1)
and G2 (11.6 kcal mol)1) levels are, respectively, at the
lower and upper ends of the experimental range. Jursic
[207] demonstrated in his work the drastic failure of
all DFT methods to accurately predict this barrier. We

Transition structure C–H O–H C–H–O <S2> E0 m (cm–1)

CH4+HO2(CBS-Q) 1.333 1.161 175.5 0.797 24.27 3,396
CH4+HO2(G2) 1.309 1.179 176.4 0.801 25.15 3,384
CH4+HO2(CBS-QB3) 1.442 1.111 178.5 0.785 22.83 1,430
CH4+HO2(B3LYP/CBSB3) 1.416 1.129 178.9 0.757 22.52 1,604
CH4+HO2(CBS-QB3//IRC) 1.367 1.178 178.5 0.757 24.02 1,830
CH3CH3+HO2(CBS-Q) 1.311 1.185 173.0 0.798 18.54 3,329
CH3CH3+HO2(CBS-QB3) 1.393 1.146 175.9 0.757 18.13 1,608
CH3CH3+HO2(B3LYP) 1.376 1.163 178.3 0.757 17.93 1,701
CH3CH3+HO2(CBS-QB3//IRC) 1.329 1.193 175.7 0.757 18.83 1,699
(CH3)2CHCH3+HO2(CBS-Q) 1.314 1.185 171.7 0.798 18.41 3,329
(CH3)2CHCH3+HO2(CBS-QB3) 1.394 1.146 174.3 0.757 17.75 1,606
(CH3)2CHCH3+HO2(B3LYP/CBSB3) 1.380 1.161 178.5 0.757 18.55 1,429*
(CH3)3CH+HO2(CBS-Q) 1.273 1.226 172.8 0.799 11.13 3,222
(CH3)3CH+HO2(CBS-QB3) 1.337 1.196 176.8 0.757 11.62 1,638
(CH3)3CH+HO2(B3LYP/CBSB3) 1.328 1.212 179.6 0.757 12.30 1,611*
(CH3)3CH+HO2(CBS-QB3//IRC) 1.278 1.246 179.4 0.757 12.20 1,450
CH4+O(CBS-Q//IRC) 1.261 1.214 178.3 2.044 9.95 2,267
CH4+O(CBS-Q) 1.327 1.165 177.1 2.053 9.42 2,960
CH4+O(G2) 1.306 1.182 177.4 2.054 11.64 2,970
CH4+O(CBS-QB3) 1.346 1.169 178.5 2.055 9.59 1,434
CH4+O(B3LYP/CBSB3) 1.318 1.196 179.4 2.010 3.93 1,457
CH4+O(CBS-QB3//IRC) 1.284 1.219 179.4 2.009 10.05 1,332

Table 4. Comparison of the optimized bond lengths (Å) and bond
angles (degrees) of the reactive moiety in selected transition
structures at various levels and the magnitude of the barrier

(kcal mol)1) and the imaginary frequency. The abstracted hydrogen
is indicated in boldface. An asterisk indicates frequencies computed
at the B3LYP/6-31G(d¢)//B3LYP/6-31G(d¢) level
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observe a similar failure in classical barrier height
(3.93 kcal mol)1) predictions at the B3LYP/CBSB3
level; however, the compound CBS-QB3 procedure
based on the B3LYP geometry overcomes this failure
and the computed Max{CBS-QB3}//IRC{B3LYP/
CBSB7} and Max{CBS-Q}//IRC{MP2/6–31G(d¢)} up-
per bounds for the classical barrier heights are, respec-
tively, 10.0 and 9.95 kcal mol)1 (Table 4). Incorpora-
tion of Petersson’s empirical correction to the latter
reduces it to 9.4 kcal mol)1. This reaction, consequent-
ly, provides a sample case to demonstrate the weakness
of the TS GA method: the supergroup values are only as
good as the quantum chemical TSs on which they are
based. Sometimes considerable effort must be made by
the researchers to find the appropriate level of theory
for the proper description of transition structures. This
task becomes a difficult and intuitive one when exper-
imental rate data are scarce and the quantum chemistry
predictions change dramatically depending on the
method used.

3.4 Supergroup thermochemical values and their
transferability

Reaction family rate prediction is meaningful only if the
parameters for the reactive moiety are transferable
among the members of a given reaction family. To test
whether the supergroup thermochemical values are
transferable, we derived them from quantum chemical
CBS-Q calculations on more than one reaction in each
family.

In Tables 7 and 8, we present the thermochemical
values of the reactive moiety for the individual reactions
as well as the average for a specific reaction type, viz.,
supergroup parameters at the CBS-Q level. A quick
glance reveals that the contributions from the reactive
moiety remains essentially the same for all the members
in the {C/C/H2/-H/O/O} and {C/C/H2/-H/O(3P)} reac-
tion families. We compare the reaction rates based
on supergroups with the individual TST rates for the
RH+HO2 reaction in Fig. 1. In this figure, we present

Table 5. The geometry of the
reactive moiety along the
intrinsic reaction coordinate
(IRC) path for different
selected reactions along with
the low-level E(IRC) [E(B3L-
YP/CBSB7) or E(MP2/6-31G-
(d¢)] and high-level energies
[E(CBS-QB3) or E(CBS-Q)]
(au)

RC–H RO–H E(low-level) E(high-level)

CH4+HO2(CBS-QB3//IRC{B3LYP/CBSB7})
1.482 1.081 –191.44422 –191.116083
1.441 1.110 –191.44402 –191.114689
1.401 1.139 –191.44427 –191.113474
1.369 1.181 –191.44511 –191.112786
1.327 1.209 –191.44661 –191.113110
1.295 1.249 –191.44874 –191.114213

CH4+HO2(CBS-Q//IRC{MP2/6-31G(d¢)})
1.215 1.257 –190.79169 –191.113225
1.270 1.208 –190.7878 –191.110009
1.333 1.160 –190.78643 –191.109041
1.397 1.113 –190.78763 –191.110229
1.467 1.069 –190.79054 –191.112158
1.537 1.031 –190.79391 –191.113407

C2H6+HO2(CBS-QB3//IRC{B3LYP/CBSB7})
1.216 1.292 –230.77946 –230.343773
1.269 1.242 –230.77666 –230.342094
1.328 1.193 –230.77469 –230.341605
1.393 1.145 –230.77401 –230.342709
1.459 1.098 –230.77458 –230.344952
1.528 1.057 –230.77595 –230.346864

(CH3)3CH+HO2(CBS-QB3//IRC{B3LYP/CBSB7})
1.226 1.295 –309.43512 –308.806220
1.278 1.246 –309.43369 –308.806137
1.336 1.197 –309.43313 –308.807046
1.399 1.148 –309.43374 –308.808960
1.465 1.101 –309.43534 –308.811382

CH4+O(CBS-QB3//IRC{B3LYP/CBSB7})
1.184 1.319 –115.60748 –115.382531
1.227 1.269 –115.60611 –115.382003
1.283 1.218 –115.60497 –115.381615
1.346 1.169 –115.60452 –115.382362
1.412 1.122 –115.60498 –115.384143
1.482 1.078 –115.60613 –115.385934

CH4+O(CBS-Q//IRC{MP2/6-31G(d¢})
1.538 1.033 –115.18571 –115.385253
1.465 1.071 –115.18267 –115.384279
1.393 1.116 –115.18004 –115.382612
1.327 1.165 –115.17895 –115.381632
1.261 1.214 –115.18014 –115.380783
1.203 1.265 –115.18330 –115.381161
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the relative difference of rates for tunneling-corrected
individual reaction rates, kTST, compared to the GA-
based rate prediction, kGA. The GA rates are calculated
via

DG 6¼ ¼ GfC/C/H2/�H/O/Og þ GfO/O/Hg
� GfC/C/H3g � GfHO2g;

ð23Þ

kGA ¼ 1þ 1

24

1:44mave
T

� �2
" #

VmkBT
h

exp �DG 6¼=RT
� 	

;

ð24Þ

where mave is the average magnitude of the imaginary
frequency over the calculated TSs in a single reaction
family. In the present case, the molar volume Vm=RT/
P0, where P0=1 atm. The TST rates are obtained from
Eq. (4). The rates in Fig. 1 are per abstractable hydro-
gen. A deviation of +100% means that the TST rate is a
factor of 2 larger than the GA rate, while a deviation of
)50% implies a factor of 2 smaller than the GA rate.
Figure 1 shows that all TST rates are within a factor of
2 of the GA predictions. Despite some deviations, the
overall constancy and consistency of the supergroup
is good, and with increasing temperatures the rate

approaches the GA rate. In other words, with nonpolar
alkyl substituents, the interaction of the unreactive
moiety with the reactive moiety remains the same in
the reactant as well as in the transition structure even in
an endothermic reaction set.

The supergroup value is not constant in the reaction
series CH3OX+H fi CH2OX+H2 (Table 8). The sub-
stituent X alters the b C–H bond strength as well as the
barrier height. It is coupled to the reactivemoiety through
themediating oxygen atom.WhenX is varied from n-alkyl
(Me, Et) to i-Pr to t-Bu, the barrier height as well as the
BDE decreases (Table 2). Increased branching increases
the steric crowding at the reaction center. If one calculates
the inductive effect of the substituents using Cherkasov’s
atomic additivity rules, allOR substituents have nearly the
same inductive influence (1.72), which is slightly more
than the OH group (1.70). The fact that the computed
barrier height decreases while going from OMe to Ot-Bu
suggests steric contributions to the barrier height are im-
portant. The significant jump in the barrier height from
OR to either OC(O)R ( inductive parameter 2.3) or OOR
reflects the inductive involvement to the barrier height.
The calculated inductive and steric parameters of the
substituents are tabulated in Table 9. One can arrive at
multilinear expressions for the barrier height based on

Table 6. Comparison of
calculated heat of reaction,
forward, and reverse barrier
heights at different levels of
theory for methyl, primary,
and tertiary hydrogen
abstractions by HO2. All in
kcal/mol

Reaction Method Forward E0 Reverse E0 DHR

CH4+HO2 fi CH3+H2O2 CBS-Q 24.28 7.25 17.02
CBS-QB3 22.83 5.58 17.25
Max{CBS-QB3} 24.02 6.77
Max{CBS-Q} 24.28 7.25
B3LYP/CBSB3 22.52 2.67 19.85

C2H6+HO2 fi C2H5+H2O2 CBS-Q 18.54 5.30 13.24
CBS-QB3 18.13 4.78 13.36
Max{CBS-QB3} 18.84 5.48
B3LYP/CBSB3 17.93 2.87 15.06

i-C4H10+HO2 fi t-C4H9+H2O2 CBS-Q 11.13 1.91 9.22
CBS-QB3 11.62 2.90 8.72
Max{CBS-QB3} 12.19 3.47
B3LYP/CBSB3 12.30 3.71 8.59

Table 7. Group additivity values for transition-state ‘‘supergroups’’ for HO2+RH in kcal/mol and cal/mol K units. The name of the
supergroup and the abstracted hydrogen in each reaction are given in boldface. Unless noted otherwise, the values are derived from CBS-Q
calculations

Reactions/supergroups DHf S(298) C300
p C400

p C500
p C600

p C800
p C1;000

p C1;500
p

{C/H3/AH/O/O}
CH4+HO2(CBS-Q(HO)) 25.19 47.47 12.31 14.75 16.81 18.55 21.39 23.60 26.87
CH4+HO2(G2(HO)) 26.10 47.71 12.47 14.85 16.87 18.58 21.38 23.57 26.84
CH4+HO2(CBS-QB3(HO)) 23.76 47.50 12.53 15.00 17.03 18.73 21.52 23.69 26.91
CH3CH3+HO2 27.72 27.75 10.39 12.94 14.93 16.55 19.10 20.99 23.70
CH3CH2CH3+HO2 28.21 27.01 10.84 13.26 15.14 16.70 19.17 21.02 23.69
CH3(CH2)2CH3+HO2 28.15 27.57 10.67 13.12 15.04 16.60 19.08 20.93 23.63
CH3(CH2)3CH3+HO2 28.03 27.21 11.15 13.49 15.28 16.75 19.13 20.95 23.63
(CH3)2CHCH3+HO2 27.80 27.56 10.27 12.81 14.81 16.42 18.95 20.82 23.54
(CH3)3CCH3+HO2 28.13 27.22 11.08 13.60 15.50 17.00 19.35 21.12 23.71
{C/C/H2/AH/O/O} 28.01 27.39 10.73 13.20 15.11 16.67 19.13 20.97 23.65
Range 0.49 0.75 0.89 0.79 0.69 0.58 0.40 0.30 0.17
(CH3)3CH+HO2 28.31 )14.52 9.79 11.43 12.59 13.51 14.92 15.82 17.04
(CH3)2CEtH+HO2 28.34 )14.67 9.66 11.52 12.79 13.74 15.09 15.92 17.05
{C/C3/AH/O/O} 28.33 )14.59 9.72 11.48 12.69 13.62 15.00 15.87 17.05
Range 0.03 0.15 0.14 0.09 0.21 0.23 0.17 0.10 0.01
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inductive and steric parameters of OX, viz., E0(X)=E0

(H)+a1r+a2Rs, as presented in our earlier work [188]
and arrive at rate rules with modified DH of the super-
group, where E0(H) is the barrier height for the hydrogen
substitutent. Such multilinear expressions will be
presented elsewhere. Alternatively, the barrier height
seems to correlate well with the bond strength except for
X=OH (Fig. 2). One can use a linear Evans–Polanyi
relationship to obtain the zero-point-corrected barrier
height, E0(X )=14.206+0.8113DHrxn and in turn the
substituent-dependent enthalpy of the supergroup.

The substituent dependence of DHrxn can easily be
computed using conventional GA methods for thermo-
chemistry [2].

3.5 Comparison of supergroup predicted rate
with literature data

3.5.1 HO2+RH reactions

Walker [209] studied HO2 radical reactions and ex-
plained the absolute reactivity of various C–H sites. The
rate expressions given by Walker are based primarily on
data near 750 K [210] and estimates regarding temper-
ature dependence. Tsang and Hampson [211, 212]
arrived at the temperature dependence of 1�, 2�, and 3�
rate constants using BEBO calculations. Their recom-
mended expression for the rate constants is supported by

Baldwin et al. [210] from their studies on tetramethylbu-
tane and HO2. Baulch et al. [213] gave recommended
values based on these data. It is not trivial to extract the
absolute rate constants and their temperature depen-
dence from the available data, much of it taken in rather
complex multicomponent reacting systems.

We compare the predicted rates for the CH4+HO2

reaction with kinetic data from the NIST database [214]
and with rate constants used in the models of Curran
et al. [215], the Leeds model of Hughes et al. [216],
Konnov [217], Hidaka et al. [218], Miller and Bowman
[219], and Ranzi et al. [220] in Fig. 3. Rate comparison
is restricted to temperatures between 300 and 1,500 K,
the range for which GA Cp values are available. Our GA
predicted rate is in very good agreement with recom-
mendations of Baulch et al. [213] at low temperature and
at high temperatures it is slightly higher than the refer-
ences. The differences are largest with respect to the rates
of Tsang, followed by those of Ranzi et al. Miller and
Bowman used the recommendation of Tsang, while the
mechanisms of Konnov, Hidaka, and the Leeds model
use the recommendation of Baulch et al. For the reac-
tion of primary C–H with the HO2 radical, as can be
seen from Fig. 4, our prediction lies between the litera-
ture estimates at low temperatures and is in good agree-
ment with the recommendations of Tsang and Baulch
et al. at high temperatures. The rate for tertiary hydro-
gen abstraction by the HO2 radical is not well con-

Table 8. Group additivity values for transition-state supergroups
for hydrogen abstraction from alkanes by O(3P), from CH3OX by
H, and from symmetric reactions such as H+H2, CH3+CH4,
C2H5+C2H6, i-C4H10+t-C4H9, and HO2+H2O2 The name of the

supergroup and the abstracted hydrogen in each reaction are given
in boldface. Unless noted otherwise, all values are derived from
CBS-Q calculations

Reactions/supergroups DHf S(298) C300
p C400

p C500
p C600

p C800
p C1;000

p C1;500
p

{C/H3/AH/O}
CH4+O(CBS-Q) 50.28 63.18 13.70 15.78 17.58 19.06 21.36 23.09 25.81
CH4+O(G2) 52.56 63.62 13.86 15.89 17.64 19.08 21.34 23.06 25.78
CH4+O(CBS-QB3) 50.37 62.69 13.40 15.53 17.36 18.88 21.25 23.03 25.80
CH3CH3+O 54.48 43.58 11.28 13.56 15.36 16.79 18.89 20.34 22.57
CH3CH3+O(G2) 57.18 43.54 11.23 13.52 15.32 16.76 18.87 20.34 22.57
CH3CH2CH3+O 54.53 42.73 11.68 13.90 15.61 16.96 18.97 20.38 22.57
CH3(CH2)2CH3+O(G2) 57.33 42.70 11.65 13.86 15.58 16.94 18.96 20.38 22.57
CH3(CH2)2CH3+O 54.34 43.34 11.35 13.62 15.41 16.82 18.89 20.33 22.54
(CH3)2CHCH3+O 54.29 42.76 11.49 13.74 15.48 16.84 18.87 20.31 22.53
(CH3)3CCH3+O 54.05 42.89 11.42 13.79 15.61 17.02 19.07 20.47 22.63
{C/C/H2/AH/O} 54.34 43.06 11.44 13.72 15.49 16.89 18.94 20.37 22.57
Range 0.48 0.85 0.41 0.33 0.25 0.24 0.29 0.17 0.10
CH3OH+H 48.30 36.79 9.85 12.57 14.70 16.35 18.62 20.19 22.48
CH3OOH+H 49.44 36.72 10.14 12.71 14.84 16.51 18.80 20.35 22.58
CH3OOCH3+H 48.90 37.90 9.87 12.50 14.64 16.32 18.64 20.24 22.55
CH3OCH3+H 47.81 38.16 9.60 12.34 14.57 16.27 18.59 20.15 22.44
CH3OCH2CH3+H 47.69 37.32 9.52 12.21 14.48 16.24 18.59 20.15 22.44
CH3OCH(CH3)2+H 47.86 37.88 9.84 12.71 14.90 16.54 18.73 20.23 22.46
CH3OC(CH3)3+H 47.77 37.43 9.90 12.40 14.44 16.07 18.38 19.99 22.37
CH3OC(O)H+H 51.30 37.45 10.30 12.83 14.93 16.58 18.81 20.26 22.36
CH3OC(O)CH3+H 50.77 37.12 10.10 12.61 14.68 16.36 18.74 20.34 22.47
{C/O/H2/AH/H} 37.57 9.90 12.54 14.69 16.36 18.66 20.21 22.46
Range 1.44 0.78 0.62 0.48 0.51 0.43 0.35 0.22
H+H2(2{H/AH}) 60.35 39.13 7.62 8.49 9.26 9.91 10.88 11.51 12.31
CH3+CH4(2{C/H3/AH}) 32.54 68.74 16.36 19.64 22.68 25.36 29.76 33.17 38.67
C2H5+C2H6(2{C/C/H2/AH}) 43.60 28.62 12.29 15.79 18.73 21.21 25.14 27.99 32.36
i-C4H10+t-C4H9 (2{C/C3/AH}) 48.55 )56.92 12.53 14.19 15.32 16.23 17.49 18.12 19.23
H2O2+HO2(2{O

p/AH/Op}) 13.48 21.14 10.35 11.90 12.65 13.12 13.75 14.17 14.71
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strained by experimental data, and literature estimates
vary widely (Fig. 5). Tsang’s prediction has a quoted
uncertainty factor of 10 at higher temperatures and our
estimate lies within that error bar. It is obvious from
Fig. 5 that the temperature dependence is quite different
among these different estimates; this reflects different
assumed values for the tertiary C–H BDE, which has
been a matter of continuing controversy in the literature
[205]. Our predictions parallel those of Tsang but differ
significantly from those of Walker and Lloyd [214], who
obtained a lower activation energy and a lower A factor.

In the absence of enough experimental data, it is hard
to estimate the accuracy of our predictions for HO2

attack on tertiary C–H bonds; however, in the better-
understood cases discussed previously, our predictions
are always within a factor of 10 of the best experimental

estimates, so it might be reasonable to infer a similar
error bar for this case as well.

3.5.2 O(3P)+RH reactions

Reactions of atomic oxygen (3P) with alkanes have been
extensively studied from 300 to 2,200 K owing to their
importance as initial steps in the combustion of hydro-
carbons. The recent measurements agree very well over
the temperature range from 400 to 2,500 K. The most
recent measurements on the rate constants of C1–C6

alkanes with atomic oxygen were made by Miyoshi et al.
[221] at high temperatures (850)1,250 K) using the laser
photolysis–shock tube–atomic resonance absorption
method. Cohen and Westberg [222, 223] extensively
reviewed experimental data for O plus alkanes and
presented recommended rate constants up to 2,000 K.
They used TST calculations to extrapolate rate constants
to high temperatures and examined the validity of GA of
the rate constants, i.e., whether the rate constants for
hydrogen-abstraction reactions can be expressed as the
sum of site-specific rate constants for primary, secondary,
and tertiary sites or not. Corchado et al. [208] reported the
variational TST results in curvilinear coordinates with
transmission coefficients calculated by themicrocanonical
optimizedmultidimensional tunneling approximation.As
discussed in the previous section, the barrier heights
computed for CH4+O(3P) vary appreciably with the level
of theoretical treatment. The barrier height at the CBS-Q
and G2 levels differs by 2 kcal mol)1 and this would

Fig. 1. Comparison of individu-
al transition-state-theory (TST)
rates with the rate predicted
using group additivity for
hydrogen abstraction by HO2

from primary C–H bonds

Table 9. Calculated inductive (r*) and steric (Rs) parameters of
substituents

Substituent r* Rs

OH 1.699 )1.07
OCH3 1.719 )1.537
OCH2CH3 1.719 )1.745
OCH(CH3)2 1.719 )2.041
OC(CH3)3 1.719 )2.38
OC(O)H 2.830 )1.618
OC(O)CH3 2.862 )1.835
OOH 2.332 )1.373
OOCH3 2.334 )1.639
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introduce obvious differences in rate predictions at low
temperatures. However, the converged upper bound at
both CBS-Q//IRC and CBS-QB3//IRC corresponds to
10 kcal mol)1. Consequently, in Fig. 6, we compare our
GA estimate corresponding to the upper-bound barrier

with TST calculations by Cohen and Westberg [222] and
earlier measurements [214]. Before discussing the results
of our predictions, it is appropriate to mention the
electronic degeneracy of the oxygen atom. The electronic
partition function of the oxygen atom O(3P),

Fig. 2. Evans–Polanyi plot for
the XOCH3+H fi XOCH2+H2

(X=H, Me, Et, i-Pr, t-Bu, OH,
OMe, CHO, COCH3) reaction

Fig. 3. Comparison of group
additivity predicted rates with
literature estimates for the
CH4+HO2 fi CH3+H2O2

reaction
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Qelec ¼
X

gi exp �ei
�
RT

� 	
¼ 5þ 3 exp �228ð Þ

�
T þ exp �326

�
T

� 	
¼ 6:98;

ð25Þ
at 298 K using the known term values and (2J+1)
degeneracy factors for the 3P2,

3P1, and
3P0 states. Since

in Benson’s GA table, a value of 7 was used for the
electronic degeneracy at 298 K, we also employed in our
computation a constant factor of 7 for the electronic
partition function as one would combine this with our
supergroups to arrive at the DG„ of the reaction. Our
predictions are in excellent agreement with earlier
measurements [214] and TST calculations. The rate

Fig. 4. Comparison of group
additivity predicted rates with
literature estimates for primary
hydrogen abstraction by the
HO2 radical

Fig. 5. Comparison of group
additivity predicted rates with
literature estimates for tertiary
C–H abstraction by the HO2

radical
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estimates used in different mechanisms are compared in
Fig. 7 together with our predictions for the CH4+Ofi
CH3+OH reaction. Tsang’s predictions are employed in
the Gas Research Institute [224] and Miller and
Bowman mechanisms, while the recommendations
of Baulch et al. are followed in the mechanisms of,

Konnov, Marinov and Malte [225], and the Leeds
model. Surprisingly the rate estimate employed in
Curran’s n-heptane mechanism follows a different tem-
perature dependence and is nearly a factor of 5 higher
than the recommendations of Tsang and Baulch et al. at
low temperature. Except for Ranzi’s mechanism, all the

Fig. 6. Comparison of the
group additivity predicted
rate for the CH4+O(3P) fi
CH3+OH reaction with experi-
mental data from the literature

Fig. 7. Comparison of the
group additivity predicted rate
for the CH4+O(3P) fi
CH3+OH reaction with
estimates used in accepted
kinetic models
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other mechanisms use a rate estimate which agrees well
within a factor of 2 with our predictions.

As shown in Table 2, the computed primary hydrogen
abstraction barrier by oxygen from alkanes varies be-
tween 5 and 5.5 kcalmol)1 at theCBS-Q level, while it is in
the range from 8.2 to 8.4 kcal mol)1 at the G2 level. The
CBS-QB3 barrier height for C2H6+O is 5.94 kcal mol)1.
Thewide spread in the computedbarrier height introduces
a big gap in predictions. Comparison with literature esti-
mates [214] (Fig. 8) reveals the predictions at the CBS-Q
and G2 levels to be, respectively, the upper and lower
bounds for the reaction rate; however, additional IRC-
MAX calculations or experimental rate constant mea-
surements are needed to establish the barrier height for
this class of reaction. To the extent that these reactions are
similar to O+CH4, for which we did the IRCMAX cal-
culations, we predict that the true barrier is slightly higher
than the CBS-Q value, i.e., about 6 kcal mol)1.

In summary, the rate predictions presented here are
reasonable, but tend to be on the high end of available
estimates. In the absence of experimental data, it is
now possible to arrive at a meaningful a priori rate
estimate for any reaction. Since the generic rules are
based on the thermochemical properties of the reactive
moiety, they are thermodynamically consistent and
provide the proper temperature dependence of the rate
predictions.

4 Conclusions

An efficient rate-estimation method has been devised
combining classical GA and LFER concepts with the
wealth of information available from high-level

quantum chemical TS calculations. Related previous
work has been selectively reviewed. The new method
is suitable for high-throughput applications such
as computerized kinetic-model construction. Example
calculations are presented on the following systems

CH4 þHO2 ! CH3 þH2O2 ) C/H3=�H/O/Of g;

RCH3 þHO2 ! RCH2 þH2O2

R ¼ CH3;Et;Pr; i-Pr; t-Buð Þ

) C/C/H2/�H/O/Of g;

R2CR0HþHO2 ! R2CR0 þH2O2

R ¼ CH3;R0 ¼ CH3;Etð Þ

) C/C3/�H/O/Of g;

CH4 þO ! CH3 þOH ) C/H3=�H/Of g;

RCH3 þO ! RCH2 þOH R ¼ CH3;Et;Pr; i-Pr; t-Buð Þ

) C/C/H2=�H/Of g;

CH3OX þH ! CH2OX þH2

X ¼ H;Me; i-Pr; t-Bu;OH;CHO;COCH3f g
) C/O/H2=�H/Hf g;

and in each case they are generalized to give rate-
estimation rules.

Our rate-estimation method appears to be limited to
reaction families with well-determined TS and primarily
by the accuracy of the high-level quantum chemical PES

Fig. 8. Comparison of group
additivity predicted rate estimate
for primary hydrogen abstrac-
tion by atomic oxygen (3P) with
rate estimates from kinetic
models
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calculations on which it is based. Certainly this is true in
cases such as the peroxyl radical and O atom reactions
studied here where conventional quantum chemistry
techniques are known to have some difficulty.

The TS GA method has the advantage that the
supergroup value can easily be refined to make better
generic rate prediction when experimental data become
available on even a single reaction belonging to that
family. Often errors in quantum chemical methods are
systematic in nature and are identifiable with specific
interactions in the system. This behavior aids immensely
in the proper choice of a quantum chemical method for
the system of interest. In certain cases other approxi-
mations in the rate calculation contribute significantly to
the error. Efficient approximate methods exist for con-
verting the k¥(T ) computed using this method (and most
rate-estimation methods in the literature) into k(T,P)
for comparison with experiment, though these can
also introduce modest errors. By generalizing from
small-molecule reactions to larger homologues, the new
method provides an effective way to derive considerable
benefit from each expensive quantum chemical calcula-
tion and from each improvement in rate-calculation
technology.
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